Observing Charge Dynamics in Surface Reactions by Time-Resolved Stark Effects
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ABSTRACT: Surfaces facilitate chemical reactions occurring in biological and synthetic systems with wide-ranging applications from energy conversion to catalysis and sensing. Microscopic understanding of the structure and dynamics that underpin these reactions is keenly pursued with novel experimental techniques such as sum frequency generation and laser-assisted photoemission spectroscopy. Herein, we demonstrate a method for interpreting the time-resolved observation of the Stark effect to provide an in situ optical probe of the charge dynamics during an interfacial reaction. The analysis holds broad potential for investigating charge migration in surface-bound catalysts and sensors, as well as photocenter and retinal proteins, even when the Stark parameters of the material are unknown. We demonstrate the analysis with respect to the energy conversion reaction in solid-state dye-sensitized solar cells.

INTRODUCTION

Here, we consider photoinduced Stark effects, that is, the alterations in the optical absorption of ground-state molecules induced by changes in the local electric field by photoexcited species. These effects, and their time evolution, can be monitored by ultrafast pump–probe spectroscopy, in which the relative change in transmission of a broadband white-light laser pulse due to a preceding monochromatic excitation laser pulse is measured, \( \Delta T/T = (T_{\text{on}} - T_{\text{off}})/T_{\text{off}} \), where \( T_{\text{on}} \) and \( T_{\text{off}} \) are the transmission with and without a preceding excitation pulse, respectively. Indeed, transient Stark effects have been recently observed in various systems including organic semiconductors, \(^4, 5, 7–10\) inorganic nanoparticles, \(^4–6\) and dye-sensitized solar cells. \(^7\) Transient absorption spectroscopy is often used to establish the photocycle of light-induced reactions, tracking intermediate and product concentrations by globally fitting the observed transient absorption surface to a kinetic model to reveal the population evolutions and species-associated spectra. On the one hand, the presence of a time-evolving photoinduced Stark effect hinders such data interpretation, \(^7, 10, 11\) especially when data is collected over only a limited wavelength region. On the other hand, the time evolution of the photoinduced Stark effect significantly enhances the richness of the information encoded by the transient absorption data. For example, it has been used to provide information about charge mobility, \(^3\) interfacial field, \(^12\) and charge separation in organic semiconductor blends. \(^3, 5\) However, general methods for extraction/interpretation of the useful information encoded by a time-varying Stark effect within a transient absorption surface are lacking. Here, we provide such a method for cases in which a spatial relationship between the change in dipole moment of the Stark-susceptible chromophore and the photoinduced electric field is (semi)-known. This condition is fulfilled at surfaces (where many reactions with applications in energy conversion, catalysis, and sensing occur) and also in many biomolecules, such as proteins, for which structural information is known. In these cases, we show that a wealth of information regarding the motion of the photoinduced species creating the photoinduced fields can be extracted. Naturally, a second condition for the application of our method is that the changes in the photoinduced Stark effect caused by population changes (i.e., increase and decrease in the number of photoexcited species inducing field changes) can be separated from the changes in the photoinduced Stark effect caused by the motion of field-producing photoexcited states relative to the Stark-susceptible chromophores. We find that, with sufficiently broadband observation, this second requirement can usually be met because population evolutions can be constrained by considerations of regions unaffected by photoinduced Stark effects. With the increase of transient absorption spectrometers spanning the visible to the near-IR (NIR), such broadband data is now becoming standard. \(^14–16\)

Solid-state dye-sensitized solar cells (SS-DSSCs), promising candidates for low-cost photovoltaic systems with power conversion efficiencies reaching \( \sim 7.2\% \), \(^17, 18\) provide ideal test cases for our method. Visible range transient absorption data presented by Cappel et al. demonstrate that time-varying...
photoinduced Stark effects are readily measurable for a perylene-based dye.7 Here, we consider broadband transient absorption data for a similar donor–acceptor dye, which we name D1, and compare it with a donor–bridge–acceptor dye that we name D2. The structures of the dyes are shown in Figure 1a, while a schematic of a SS-DSSC is presented in Figure 1b. D1 and D2 have power conversion efficiencies of 3.68% and 2.94% and internal quantum efficiencies of 67% and 90%, respectively. A brief description of a SS-DSSC follows: sunlight is collected by a monolayer of dye adsorbed on a mesoporous TiO2 film. Dyes that are photoexcited transfer an electron to the TiO2 and a hole to the hole-transport material, which we name D1, and compare it with a donor–bridge–acceptor dye that we name D2. The structures of the dyes are shown in Figure 1a, while a schematic of a SS-DSSC is presented in Figure 1b. D1 and D2 have power conversion efficiencies of 3.68% and 2.94% and internal quantum efficiencies of 67% and 90%, respectively. A brief description of a SS-DSSC follows: sunlight is collected by a monolayer of dye adsorbed on a mesoporous TiO2 film. Dyes that are photoexcited transfer an electron to the TiO2 and a hole to the hole-transport material. Both the electron and hole transfer are complete within approximately 100 ps of excitation, leaving an electron and hole separated across the dye molecule that is of course now returned to its ground state.19 Thereafter, ideally, the electron and hole diffuse to opposite electrodes and are extracted; however, in practice, some electrons and holes are lost to recombination before they are extracted. Increased significance of this charge recombination loss mechanism is proposed to explain why the power conversion efficiency of SS-DSSCs still trails the 12–13% of their liquid electrolyte analogues.20–22 Solar cell device characteristics measured for D1 and D2 can be found in the Supporting Information. Herein, we demonstrate how our method for interpreting the time evolution of the photoinduced Stark signal in the transient absorption data reveals the motion of charges from 200 to 3000 ps after photoexcitation in a SS-DSSC. We find that many charges return to the interface rather than diffusing away from it. We demonstrate that this effect can be explained by image charge potentials created as a consequence of the high dielectric contrast at the interface attracting holes back to the interface. Combined with poor pore filling of the hole-transport material,23 this fast return of holes to the interface could well be contributing to the high recombination losses. Our analysis suggests that these could be decreased by reducing the dielectric contrast and increasing the dye length.

### RESULTS AND DISCUSSION

Figure 2 presents an overview of the visible portion of the transient absorption surface measured for dye D2. Figure 2a is an overview of the recorded two-dimensional data \( (\Delta T/T(t, \lambda)) \), while Figure 2b,c present averaged \( \Delta T/T(\lambda) \) spectra for given pump–probe delay times and averaged \( \Delta T/T(\lambda) \) kinetics for given wavelength regions, respectively. The dominant spectral feature in the data lies between 480 and 600 nm and has a shape reminiscent of the first derivative of the absorption spectrum. In agreement with the literature, we assign this feature to a Stark effect,7–10 which in this case is caused by the fields created over ground-state dyes by the photoinduced charges.

For completeness, we will briefly recapitulate the reasons we assign this feature to a Stark effect. First, the signal between 525 and 600 nm remains positive for the entire range of delay times. Because all dyes have returned to the ground state within 200 ps (electron and hole transfer are both complete), this positive feature cannot come from either of the usual causes, that is, stimulated emission or absorption bleach from dyes residing in the excited state. This suggests that the photoinduced Stark effect must play a part in creating the positive signal. In Figure 2d, we show the expected \( (\Delta T/T) (\lambda) \) spectra of a single dye in various electric fields calculated using time-dependent density functional theory (TDDFT, field orientation was parallel to the dye dipole moment, see the Supporting Information for further details). Comparing panels b and d, we find qualitative agreement between the theoretical and experimentally observed spectra. The 100 nm absolute shift is not significant, as it is a result of the inaccuracy of TDDFT in calculating transition energies and effects of environment. At first in fact, the qualitative similarity of the calculated spectrum of a single dye in an aligned field with the observed signal that is the ensemble average effect of approximately \( 10^{17} \) photoinduced charge pairs created throughout a mesoporous film each affecting a distribution of nearby surface-bound dyes may be surprising. However, the similarity can be understood by considering the geometry of the system. First, each photoinduced charge pair is created across an interface, which means that, although the fields and dyes they influence are disordered in the lab frame,
they are similar with respect to the interfaces over which they were created. Second, as schematically illustrated in Figure 1b, the surface binding of the dye molecules imposes a constraint on the orientation between the molecular dipole of the dye and the photoinduced electric field (although the dyes azimuthal angle could vary between 0 and 2π, its polar angle is constrained to be between 0 and π). This preferential alignment means that the net Stark effect has a contribution to (ΔT/T) that is linear in field leading to first-derivative-similar shapes like those calculated by TDDFT for a single dye in a field aligned with its dipole. When no preferential alignment between chromophores and field exists, as is common in most Stark spectroscopies that are performed on amorphous films in external fields, then second-derivative-like lineshapes are observed.24 So together, the alignment-caused linear contribution plus the similarity with respect to the interface lead the observed ensemble effect to resemble a superposition of single dye shifts in aligned fields and justify the assignment of the 480–600 nm signal to a time-evolving Stark effect. This assignment is also strongly supported by experiments comparing the photoinduced features to those induced by an electric field.8 Finally, we note that the observed effect is much smaller in magnitude than that calculated for a single dye because many dyes in the experiment are not affected by photoinduced fields, since they are not in the vicinity of photoinduced charges.

As previously mentioned, the time evolution of the Stark effect can have two contributions. In this case, the first possible contribution is a change in the number of dyes experiencing a photoinduced field that would arise if the number of photogenerated charges were changing due to injection or recombination, while a second contribution is a change in the strength of the electric field at the interface that would arise if the existing charges were to move toward or away from the interface. We are interested in analyzing the temporal evolution of the Stark effect exclusively caused by the second contribution. In the case of D2, we can see a photoinduced absorption that is not influenced by the Stark effect in the red part of the visible spectrum. In the 740–750 nm wavelength region, both dye excitons and cations on the hole-transporting material show photoinduced absorption (although the cross section of the former is much larger than that of the latter).25 This signal is therefore exclusively influenced by population flows and is shown as a red line in Figure 2a,c. In Figure 2c, this signal (mean (ΔT/T)(t) 740–750 nm) multiplied by a factor of 7 is shown in dark red, and in this presentation, it is clear that, after 200 ps, the signal stays approximately constant. The photoinduced absorption decreases rapidly in the first few tens of picoseconds as the majority of dye excitons are quenched by electron and hole transfer. By 200 ps, the last traces of this decrease are complete, as even the slowest injecting photoexcited dyes have returned to the ground state. Thereafter, the photoinduced absorption signal is due to the holes in the hole-transport material, and the constancy of the signal over the remaining time indicates that the population of holes does not alter. This means that, after 200 ps, charge injection is complete and that recombination does not take place within the 3 ns time scale observed. Therefore, evolution of the Stark signal between 200 ps and 3 ns can be exclusively assigned to changes in the interfacial field caused by the motion of charges. An identical conclusion can be reached for D1, but measurements must be extended to the NIR spectral region. This data is shown in the Supporting Information. Returning to the data shown for D2 in Figure 2, we also show the temporal evolution (ΔT/T)(t) at the peak (560–570 nm) of the positive signal caused by the Stark effect. Despite the absence of generation or recombination, the (ΔT/T)(t) at the peak of the positive Stark signal steadily increases on this time scale. As this rise cannot be explained by population change, it must arise due to change in the interfacial field caused by motion of the photoinduced charges. Examining Figure 2d, we can already qualitatively say that the signal increase reveals that the strength of the net
interfacial field becomes larger with time, indicating that some charges must be moving back toward the interface from which they were created. But, can we get more specific information out of this data? In the following sections, we develop a general model that, even without explicit knowledge of material parameters that underlie the Stark effect, allows detailed information regarding the charge dynamics to be extracted from motion-related Stark-induced $\Delta T/T(t)$ kinetics.

To quantitatively analyze the data, we develop a model that accounts for the distribution of dye orientations relative to the interface, molecular parameters, and charge dynamics at the interface. To do this, we follow classical treatments of the Stark effect$^{24}$ and expand the absorption spectrum, $A(E, f, \vec{F})$, oscillator strengths, $f$, and energies of excited states, $E$, of a single dye up to the second order in external field $\vec{F}$. We then perform several statistical averages. The average over dye orientations with respect to the interface introduces first and second moments ($g_1$ and $g_2$) of the dye orientation distribution function, $g(\Omega)$. To perform the second average over the surface area, an explicit expression for the electric field at the interface, $\vec{F}(z = 0)$, is required, which is taken to be the field of an electron and a hole at the interface between two dielectrics (i.e., two charges and two image charges). After averaging, the absorption spectrum becomes a function of single-dye properties (such as molecular hyperpolarizabilities, oscillator strengths, etc. that could be extracted from experiment or first-principles calculations but as we will later show are not explicitly necessary for examining charge dynamics), moments of their orientation distribution function, relative dielectric susceptibilities ($\epsilon_1$ and $\epsilon_2$), and distances of the electron and hole from the interface ($z_1$ and $z_2$). See the Supporting Information for the full derivation. The change in absorption as a function of the charge positions can be written as follows:

$$\Delta A(z_1, z_2) = \langle A(\vec{F} = 0) - A(\vec{F}) \rangle = nS_0(\lambda, \{M\}, g_i) + n\text{Tr}[S(\lambda, \{M\}, g_i)\tilde{G}(g_2, z_1, z_2)]$$

(1)

Here $\langle \ldots \rangle$ denotes surface and ensemble averages, $\lambda$ is the wavelength, $n$ is the number of dyes on a particle surface, $\{M\}$ represents relevant single-molecule properties, $S_0$ and $\tilde{S}_0$ are spectral shapes, and $G(g_2, z_1, z_2)$ is a distance-dependent matrix, whose full form is presented in the Supporting Information.

The kinetics of absorption can then be obtained by averaging over the distribution $p(t, z_1, z_2)$ of charge positions at time $t$:

$$\Delta A(t) = \int_0^\infty \Delta A(z_1, z_2)p(t, z_1, z_2) \, dz_1 \, dz_2$$

(2)

where $p(t, z_1, z_2)$ is normalized by the number of charges in the system, $\int_0^\infty p(t, z_1, z_2) \, dz_1 \, dz_2 = n_1 + n_2$.

Equations 1 and 2 summarize the first important result that follows from our model: in order to gain information about the kinetics of charge drift-diffusion, that is, how $p(t, z_1, z_2)$ changes with time, explicit knowledge of $S_0$ and $\tilde{S}_0$ is not necessary, since the distance dependence and therefore all information regarding the motion/location of photoexcited states is contained exclusively in the distance-dependent matrix $G(g_2, z_1, z_2)$. In other words, analysis of the transient absorption kinetics can directly reveal information regarding charge drift-diffusion near chromophores even without knowledge of their specific material properties.

We will now apply this model to the particular case of a SS-DSSC, where the electron is localized in TiO$_2$, while the hole is in the organic semiconductor. Since the electron mobility in TiO$_2$ is much higher than the hole mobility in the hole-transport material,$^{26}$ we will assume the best case scenario for charge separation, namely, that the electron can quickly leave the interface after injection making its contribution to the interfacial field negligible compared to the much closer hole and its associated image charge. With these assumptions, the distance-dependent matrix simplifies to $\tilde{G}(g_2, z_1, z_2) = \tilde{G}(g_2, e/\epsilon_2)z_1^2$, where $z_1$ is the distance between the hole and the interface. In this case, the distance dependence of $\Delta A$ in eq 1 is given by a single scalar function. The validity of these simplifications can be tested by normalizing the time-dependent part of the experimental $\Delta T/T(\lambda, t)$ and observing if they all fall on a single master curve (which would be proportional to $\text{Tr}[\tilde{S}(\lambda, \{M\}, g_i)\tilde{G}(g_2, e/\epsilon_2))]$). We do this check, and indeed, all spectra collapse to a single master curve for both dyes. This is shown in the Supporting Information.

In order to determine $p(z_1, t)$, we assume that a hole drift-diffuses in a half-space $z \in [1, \infty)$, where $l$ is the effective dye layer thickness (see Figure 2), in the external electrostatic potential of its image charge:

$$U(z_1) = \frac{1}{2\epsilon_1} \frac{e_2 - e_1}{2} \frac{\epsilon_2}{\epsilon_1} \frac{1}{2l}\frac{1}{z_1^2 - 1} = \frac{k_B T z_1^2 - l - 1}{l}$$

(3)

where $l_0$ is the distance at which $U(z)$ is of the order of $k_B T$. Note that the linearization is valid only for large values of $l$.

Solving the Smoluchowski (drift-diffusion) equation with the initial condition $p(z_1, 0) = \delta(z_0 + l)$, that is, assuming that a charge is injected at a distance $z_0 + l$ from the interface and a reflecting boundary condition at $z = l$ (recombination occurs with an inverse rate of hundreds of microseconds and is negligible on this short time scale), we obtain the Green’s function $p(z_1, tl_{2\sigma}, 0)$, or a probability to find a hole at a position $z_1$ at time $t$ provided it was at position $z_0$ at time $t = 0$. For the fitting of the experimental data, we solve this numerically considering the full potential; however, to first gain a general understanding of solution behavior, we find an analytical solution in dimensionless variables for the linearized potential (details in the Supporting Information). The distribution of holes at time $t$ then reads $p(z_1, t) = \int_0^{z_0} p(z_1, tl_{2\sigma}, 0)p(z_0, 0) \, dz_0$, where $p(z_0, 0)$ is the initial distribution of hole positions.

Substituting $p(z_1, t)$ into eq 2, we obtain the time evolution of the Stark-induced change in dye absorption due to charge drift-diffusion, which is shown in Figure 3 for varying injection distances. The solutions demonstrate that the form of $\Delta A(t, z_0)$ is very sensitive to the initial injection distance $z_0$. When the hole is injected only a small distance into the hole-transport material, $\Delta A(t, z_0)$ decreases as the mean of the charge distribution moves away from the interface due to diffusion. On the other hand, if charges are initially injected further from the interface, then $\Delta A(t, z_0)$ increases as the mean of the charge distribution is pulled back toward the interface due to drift. In intermediate cases, fast increase caused by diffusion dominating the early time kinetics is then overwhelmed by a decrease due to drift back to the interface. In all cases, the ultimate equilibrium distribution is given by the Boltzmann distribution $p(t = \infty, z) \sim \exp(-U(z)/k_B T)$ and does not depend on the initial condition. We note that, as we measure the net absorption change due to approximately $10^{12}$ photogenerated species, we must make one further average over the initial
distribution of charge positions and consider the time evolution of the charge probability density function.

This qualitative analysis of the possible time dependency of the photoinduced Stark effect due to the motion of photoexcited species leads to the second conclusion of our model: different charge motions near the interface lead to qualitatively very distinct absorption transients, which means that insight into the dynamics of charges can be easily obtained from the form of the measured absorption transients. This means that, in general, by using our approach to fit the observed transient Stark effect, charge motion can be extracted for reactions wherein the photoinduced field and Stark susceptible chromophores have a preferential alignment.

In order to isolate the ensemble drift-diffusion kinetics from the transient absorption data, we chose $t_1$ to be the latest time in our measurement range and $t_2$ to be the time at which subsequent kinetics are exclusively due to charge motion (i.e., no further population kinetics are observed) and evaluate the following ratio:

$$F(t) = \frac{\Delta A(\lambda_{m}, t) - \Delta A(\lambda_{m}, t_1)}{\Delta A(\lambda_{m}, t_2) - \Delta A(\lambda_{m}, t_1)}$$

where $\lambda_{m}$ corresponds to the peak of $\Delta A(\lambda, t)$. According to eqs 1 and 2 and the Smoluchowski equation, this ratio does not depend on material parameters, only on the injection point $z_0$, the thickness of the dye layer, $l$ and the diffusion constant, $D$, in the hole-transport material. It is also easy to calculate for any measured data set. For the dyes measured, D1 and D2, $F(t)$ is shown in Figure 4.

In order to learn about the charge injection and drift-diffusion in our two model dye systems, we compute the numerical solutions of $F(t)$ for a uniformly spaced 50 × 50 mesh of $z_0$ from 0 to 4 nm and $l$ from 0.5 to 4 nm where we have taken the mobility of the hole-transport material to be $\mu = 1 \times 10^{-3} \text{ (V s)/cm}^2$ and calculated the diffusion coefficient using the Einstein relation. The residual between the numerically calculated and measured $F(t)$ values are computed for each mesh point. The best fits are shown in Figure 4 along with the residuals and 95% confidence intervals as insets. D1

**Figure 4.** Fits of the model to the experimental data in order to extract the drift-diffusion of interfacial holes for D1 and D2. Panels in the first (“fitting”) column show $F(t)$ extracted from the experimental data, plus that of the best fit to the numerical solution of the model calculated over a 2500 point mesh. The insets show the residuals (dark blue smaller) along with the 95% confidence intervals. The right-hand column show the key results of our analysis: that modeling of the time evolution of the Stark effect yields the evolution of the charge density function with respect to the interface. In this case, we see that, for the redder absorbing D1, charges are injected relatively close to the interface and return quickly. For D1, the holes always stay close to the interface. For D2, the charges are injected further into the hole-transport material. Along with the longer dye length, this leads to a distinctly different evolution of the charge distribution, with the mean charge distance remaining much further from the interface.
shows a faster change in the Stark signal that quickly approaches saturation. This leads to extraction of the following parameters: an effective dye length, \( l_{D1} = 1.0 - 2.0 \) nm, and an injection distance, \( z_{D1} = 1 \) nm. For D2, we can only put lower bounds on the parameters, \( l_{D2} > 2.5 \) nm and \( z_{D2} \). As the limited time range of our experiment meant that the saturation of \( F(t) \) for D2 was not observed, which limited our ability to constrain the parameters. Nonetheless, we are able to establish clear bounds. Considering the lengths from optimized ground-state geometries of the dyes shown in Figure 1a, the effective dye length parameters extracted by our model are reasonable. In the right column of Figure 4, we show the extracted probability distributions \( p(z, t) \) for D1 and D2. The holes are always closer to the interface for D1; not only is the mean of the equilibrium distribution closer to the interface, but the holes also return very quickly. The short dye and injection length are responsible for this fast return, as they mean that the injected hole is in a steep Coulomb potential due to its image charge and therefore has a fast drift velocity back to the interface. So, in D1, it would appear that, although some holes can diffuse away from the interface, the significant fraction of holes that stay close to the interface could enhance possibilities for charge recombination. We note that the transient absorption data taken for D1 presented in ref 7 show a decrease in the Stark signal that may be due a population change such as fast recombination if the dye surface coverage were incomplete. Returning to our results, D2 has better injection, leading to a greater initial separation from the interface. This could be consistent with its donor–bridge–acceptor structure assisting initial charge separation or the fact that the blue absorbing dye has a more energetic exciton that has more excess energy in the charge formation process. In any case, the flatter Coulomb potential for holes injected at a greater distance means that the initial drift back to the interface is much slower and diffusion away from the interface is much more probable. This is clearly seen in a comparison of the probability densities for holes to reside at given distances from the interface (Figure 4, best fit results column); the moment of the equilibrium distribution for D2 lies much further from the interface than that for D1. These observations and our analysis are consistent with the greater internal quantum efficiency (IQE-D1,D2 = 67%, 90%) of D2. Our results suggest that holes can be kept further from the interface by either increasing the injection length, the dye length, or reducing the field by reducing the dielectric contrast of the interface. Related to this last point, power conversion efficiencies setting new records for SS-DSSCs have recently been achieved using perovskites whose dielectric constant might match TiO2 quite well, even without a separate hole transporter.30,31

**CONCLUSION**

In conclusion, we have demonstrated that the transient Stark-induced absorption can reveal charge dynamics in systems wherein the geometry constrains the relative orientation of the Stark-susceptible species and the induced fields, such as at surfaces and in biological proteins. We have developed a general model to interpret the observed signals in these cases, and through our analysis, both qualitative and quantitative information regarding charge dynamics can be extracted from the dynamics of the transient Stark spectra, without explicit knowledge of material parameters such as molecular hyperpolarizabilities, oscillator strengths, and so forth. As such, transient Stark spectroscopy provides access to complementary information to other surface-sensitive techniques such as sum frequency generation,32,33 laser-assisted photoemission spectroscopy,34,35 and dynamic-nuclear-polarization-enhanced NMR,36 which are allowing ubiquitous surface-enabled reactions, in fields ranging from biology to sensing, catalysis, and energy conversion, to be approached in greater detail. We demonstrated the technique with reference to SS-DSSCs, showing how the distribution (and its time evolution) of photoinduced holes relative to the surface could be reconstructed. We found that, if holes were not injected sufficiently far away from the interface, they quickly drifted back to the interface resulting in a distribution wherein most holes stayed close to the interface, a situation not conducive to minimizing charge recombination. This occurred even in the best case scenario wherein the holes were only affected by the field of their image charge. However, when holes were injected further into the hole-transport material, the moment of their distribution stayed much further from the interface, thereby possibly helping to reduce recombination and increase charge extraction. The dye that achieved better separation did so at the cost of having a greater excess energy. However, our results suggest that longer dyes or decrease of the dielectric contrast at the interface could provide similar advantages without the energetic penalty.
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