Understanding Structure—Mobility Relations for Perylene Tetracarboxydiimide Derivatives
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Abstract: Discotic mesophases are known for their ability to self-assemble into columnar structures and
can serve as semiconducting molecular wires. Charge carrier mobility along these wires strongly depends
on molecular packing, which is controlled by intermolecular interactions. By combining wide-angle X-ray
scattering experiments with molecular dynamics simulations, we elucidate packing motifs of a perylene
tetracarboxydiimide derivative, a task which is hard to achieve by using a single experimental or theoretical

I. Introduction

A quintessential property of flat aromatic molecules furnished
with flexible side chains is their ability to self-organize into
columnar structures, with conjugated molecular cores stacked
on top of each other and linear or branched side chains
surrounding the columns. Appropriate molecular arrangement
allows for one-dimensional transport of charge carriers along
the columns, due to the overlap of the π-orbitals of the
neighboring molecules in a column, rendering these materials
as organic semiconductors. Indeed, discotics have already been
found suitable for applications in organic field-effect transistors
and solar cells.1–5

A key property of discotics is that high charge carrier
mobilities, up to 1 cm² V⁻¹ s⁻¹, can be achieved by either
optimizing the electronic structure of compounds, decreasing
reorganization energies and increasing electronic wave function
couplings,6,7 or systematically varying the substituents and
processing to achieve ordered and defect-free molecular
arrangements.7–9

A practical route to improve mobility includes synthesis,
optimization of processing conditions, characterization of
morphology, and measurements of the mobility of a new material.7,10–14 Repeating this procedure for a set of compounds,
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one should be able to formulate a set of empirical rules, or structure-processing-property relationships, and proceed further with the rational design of these compounds. The weak link in this scheme is that it is practically impossible to disentangle whether the improvement comes from a better electronic structure or a superior morphology, because both are affected by the change in the chemical structure. In particular, it is difficult to characterize the (partially disordered) material morphology with a high level of detail. Wide-angle X-ray scattering (WAXS) in transmission geometry and solid-state nuclear magnetic resonance (NMR) are routinely employed and somewhat complement each other.

WAXS provides information about periodically repeated structures over distances that are large compared to the molecular entities, i.e., molecular packing motifs, including orientation distribution functions. Being a complementary technique, solid-state NMR can shed some light on the local molecular packing. Both methods, however, provide only averages over the molecular ensemble and, as such, do not contain full information about the distributions of molecular positions and orientations.

At the same time, charge dynamics of partially ordered semiconductors is sensitive to the molecular arrangement on all length scales. Indeed, transfer integrals and charge hopping rates strongly depend on the chemical composition and local molecular ordering while the global charge carrier pathway is determined by the large scale morphology and presence of defects.

In this situation, modeling becomes a necessity: it assists in identifying correct molecular packing motifs, quantifying the degree of local disorder, and links both of these to the charge carrier mobility. In our previous work we have established a link between charge mobility and morphology for the derivatives of hexabenzocoronene and designed a new class of triangularly shaped discotics with high charge carrier mobility. In this paper we attempt to establish the structure–mobility relations for the heptyloctyl substituted perylene tetracarboxydiimide derivative, PDI-C8,7. The chemical structure of PDI-C8,7 is shown in Figure 1a.

Various perylenedimide (PDI) derivatives have found application in different areas of organic electronics, such as all-organic photovoltaic solar cells and field-effect transistors. Compounds based on PDI are some of the best and most used n-type semiconductors, though their electron and hole mobilities are rather similar. Mobilities up to 0.6 cm2 V−1 s−1 have been reported for thin PDI films. PDIs can self-assemble in structures with different packing motifs, which also results in different charge mobilities. Their self-organizing abilities can be controlled by introducing hydrogen bonding, metal-ion coordination, or by changing the geometry of the side groups.

The paper is organized as follows. We first describe a model of supramolecular helical arrangement based on WAXS experiments. Further support is given to this model by calculating WAXS patterns from molecular dynamics (MD) snapshots. The obtained MD morphologies, in combination with the high-temperature non-adiabatic Marcus expression for charge transfer rates and kinetic Monte Carlo simulations of charge carrier dynamics, are used to predict charge mobility in the system which is then compared to pulse-radiolysis time-resolved microwave conductivity (PR-TRMC) measurements. Finally, we identify the ideal packing structure for charge transport of PDI derivatives.

II. Molecular Arrangement from WAXS Experiments and Molecular Dynamics Simulations

For the structural investigations of the crystalline phase, WAXS experiments on extruded filaments of diameter 0.7 mm were performed, see Supporting Information for full details. The WAXS pattern of the crystalline phase of PDI-C8,7 is shown in Figure 2a. As evidenced by the sharp Bragg peaks, PDI-C8,7 has a high degree of crystallinity, and the differential scanning calorimetry revealed only one phase transition at 130 °C from the crystalline to the isotropic phase. The wide arcs imply that...
the material can be considered a textured powder, exhibiting fiber symmetry about an axis coinciding with the extrusion direction of the filament. There are reflections both along the equator and meridian of the 2D pattern, and importantly, there are also scattering features that have maxima outside these lines. We shall show that columnar structures\(^45,46\) are a consistent and likely interpretation of the data.

The positions of the distinct equatorial reflections can be fitted by a monoclinic unit cell with \(a = 21.9\ \text{Å}, b = 17.9\ \text{Å}, c = 3.55\ \text{Å},\) and \(\gamma = 97.8^\circ\) (see Figures 2b,c and Supporting Information). Throughout, we describe the scattering in terms of the scattering vector \(Q\), whose magnitude can be associated with distances in real space by \(Q = 2\pi/\lambda\). The main meridional reflection is related to the \(\pi\)-stacking period of 3.55 Å, which is taken as the \(c\)-parameter of the unit cell. Thereby the molecular cores arrange with their disk plane normals parallel to the columnar axis. Some of the intermediate-\(Q\) diffraction rings exhibit intensity maxima located off the equator. This can be interpreted as evidence for a regular intracolumnar packing.

The meridional reflection at the smallest scattering angle is attributed to a spacing of 12.6 Å. Taking into account the \(\pi\)-stacking distance of 3.55 Å (\(Q = 1.77\ \text{Å}^{-1}\)), it can be assumed that the band of higher intensity at a \(Q \approx 0.44 \pm 0.03\ \text{Å}^{-1}\) on the meridian represents correlations with a periodicity of roughly four times the neighboring distance along the columnar stack. This suggests a helical molecular arrangement within the columns, with a \(\sim 45^\circ\) rotation angle between neighboring molecules. The observations corroborate the previously reported packing motifs of perylene derivatives, which were also interpreted as displaying helical stacks of the discotic molecules.\(^43,47\)


III. Local Molecular Ordering by Molecular Dynamics

The role of molecular dynamics (MD) in this work is two-fold. First, it helps to clarify the equilibrium value of the helical pitch, the lattice parameters for the 2D arrangement of columns, and the local molecular ordering within the columns. The obtained MD snapshots can be used to calculate WAXS diffraction patterns and to verify predictions of the model based on WAXS experiments. Second, MD provides realistic morphologies that can be used to simulate charge dynamics, which is very sensitive to the relative positions and orientations of neighboring molecules.\(^\text{(48,50)}\)

The systems consisted of 960 molecules stacked in columns of 60 molecules each. A typical MD snapshot for the hexagonal arrangement of columns is shown in Figure 1. Force-field parameters and simulation details are given in the Supporting Information.

Let us first discuss the symmetry of the two-dimensional lattice formed by the columns. To determine the lattice parameters, we prepared several initial configurations with columns arranged on both orthorhombic and hexagonal lattices, with a helical molecular arrangement in the columns and 45° twist angle between the neighboring molecules. The systems were annealed at 400, 450, and 500 K. Upon annealing, the orientational order parameter slowly decreases, which indicates melting of the crystalline phase. However, the lattice symmetry does not change even after annealing at 500 K. We therefore concluded that the MD simulations are too short for a transition from a hexagonal or orthorhombic to monoclinic lattice to occur, contrary to our previous experience with hexabenzocoronenes\(^\text{(23,51)}\), where a transition between hexagonal and orthorhombic lattices does occur on a time scale accessible to MD. Hence, for a quantitative comparison of calculated and experimental diffraction patterns we used the unit cell provided by the analysis of WAXS patterns, i.e., the angle \(\gamma = 97.8^\circ\) was fixed during the equilibration run. We shall mention that the orientational and spatial distributions between the neighboring molecules in columns were not strongly affected by the lattice symmetry. Taking into account that the charge transport is effectively one-dimensional and occurs along the columns, this observation justified our predictions of charge mobility based on the MD snapshots.

To obtain the equilibrium value of the helical pitch, we have prepared starting configurations with four twist angles between the neighboring molecules, 30°, 36°, 45°, 60°, and 90°, which corresponds to 6, 5, 4, 3, and 2 molecules per period. The systems were then annealed for 40 ns at 300 and 400 K. The dependence of the average twist angle between neighboring molecules versus equilibration time (see Supporting Information) shows that the molecular orientation within the columns slowly converges to a helical structure with a \(\sim 45^\circ\) twist angle and the final value of the pitch does not depend on the starting configuration. The computed average value of 47° is in excellent agreement with the WAXS considerations. Convergence is much faster at 400 K, where the equilibrium distribution is reached already after 40 ns. The histograms of the twist angle between neighboring molecules (probability to find two neighbors rotated with respect to each other at an angle \(\phi\)) are shown in Figure 3 illustrating orientational molecular distribution within the columns.

To strengthen the model hypothesis based on inspecting the experimental WAXS images, we have calculated WAXS patterns using the morphologies obtained from the MD simulations. The MD simulation details are discussed in Section III, and the diffraction pattern calculations are outlined in Supporting Information and refs 48 and 49.

The results are shown in Figure 2b. The MD structures yield pronounced \(\pi\)-stack peaks at \(Q = 1.75 \pm 0.05 \text{ Å}^{-1}\). In addition, there are scattering features at small \(Q\)-values of 0.2–0.6 \text{ Å}^{-1}, consistent with the anticipated column widths. The experimental image has two strong equatorial reflections surrounded by three weaker rings in the low-\(Q\) region and also a Debye–Scherrer ring at intermediate \(Q\).

Upon comparing the experimental and theoretical diffraction patterns, one notes the agreement in showing a “\(\pi\)-stacking” peak at 1.77 \text{ Å}^{-1}, two strong and several weaker intercolumnar equatorial peaks at the correct \(Q\)-values and, particularly gratifying, the existence of peaks off the equatorial and meridional axes at roughly 1/4 of the (meridional) “\(\pi\)-stacking” distance. The main discrepancies relate to the detailed relative peak intensities and the significant equatorial peak at 1.28 \text{ Å}^{-1}, which indicates correlations not captured by the MD model. This, however, will only weakly affect the molecular packing within the columns and hence will not influence the one-dimensional charge transport. It is clear that the results shown represent substantial improvement when it comes to more rigorous understanding and modeling of partially ordered molecular materials.
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\]

(1)

where \( \mathbf{u}_n^0 \) is a unit vector normal to the \( n \)th aromatic core, \( N \) is the number of the molecules in the system, \( \langle \cdots \rangle \) denotes the
time average. \( Q = 1 \) implies perfect alignment of the molecules, with all unit vectors parallel to each other, and \( Q = 0 \)
corresponds to the isotropic angular distribution of the unit vectors. As can be seen from Table 1, the order parameter
consistently decreases with temperature as the thermal fluctuations increase the mobility of the side chains. It also does not
depend on the lattice symmetry or starting configuration.

It is also instructive to make a link to the recent solid-state NMR results52 by extracting average interatomic distances and
dynamic order parameters from the MD trajectories. The dipolar couplings can be calculated as

\[
d_{HH} = \left( \frac{1}{N} \sum_{n=1}^{N} \frac{1}{r_{HH}^3} \right)^{-1/3}
\]

(2)

where \( \langle \cdots \rangle \) denotes the time average, \( N \) is the number of pairs
of atoms of interest, and \( r_{HH} = |r_i - r_j| \) is the distance between these atoms, in our case the branching hydrogens \( H_b \) of the alkyl
chains, as shown in Figure 1a. Note that only the atoms of the
neighboring molecules are taken into account.
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dynamic order parameter, which can be related to the mobility of a moiety of interest. In the MD calculations the dynamic
order parameter can be calculated as

where \( \langle \cdots \rangle \) denotes time average, \( \mathbf{m} \) is the vector along the C-H group of interest, \( \mathbf{H}_i \), in our particular case; see Figure 1a for the notations.

Calculated dynamical order parameters are summarized in Table 1. At 300 K, where both experimental and calculated data are available, the order parameters show a very good agreement and values \( S \approx 1 \) are obtained. This indicates that the cores of the PDI-C8,7 molecules are quite rigid on both the MD and NMR time scales and also suggests that the PDI-C8,7 system is crystalline at 300 K. Moreover, as the temperature is increased the MD results show that PDI-C8,7 core becomes more mobile with \( S \approx 0.5 \).

**IV. Charge Mobility: PR-TRMC and Kinetic Monte Carlo Simulations**

To obtain charge mobility we have performed the pulse radiolysis time-resolved microwave conductivity measurements,\(^5\) which is described in the Supporting Information. The room temperature mobility \( \mu = 0.15 \pm 0.05 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\) is comparable to the mobility observed in the discotic mesophase of hexabenzocoronene\(^10,54\) and semitriangularly shaped polyaromatic hydrocarbons.\(^7\)

To relate microscopic molecular alignment and chemical structure to mobility we used a thermally activated hopping formalism with the rate of hops given by Marcus theory.\(^6,7,20,21,55\) The higher this rate is, the faster the charge carrier (either hole or electron) moves along the column, and the higher the mobility is. The transfer rate depends, in the framework of Marcus theory, on two key parameters: the reorganization energy \( \lambda \) and the transfer integral \( J \).\(^6,56\)

The reorganization energy \( \lambda \), which is not dependent on the relative positions/orientations of neighboring molecules, was computed as the sum of the relaxation energies for neutral and positive radicals following ref 6 using B3LYP functional with a triple-\( \zeta \) split basis set, 6-311g(d,p), using the GAUSSIAN\(^57\) program. The computed values for the reorganization energies are 0.25 eV for the electrons and 0.14 eV for the holes. The higher the reorganization energy is, the slower the hopping rates are.

The transfer integral \( J \) describes the probability of electron tunneling between two neighboring molecules. We compute it within the independent neglect of differential overlap level of theory using a highly optimized ad hoc code that has been shown to give very similar results to density functional theory at a fraction of computational cost.\(^58\) Since the transfer integral is related to the molecular overlap, it is very sensitive to relative orientations and positions of the neighbors. Analyzing the evolution of the transfer integral as a function of the azimuthal rotational angle, which is shown in the inset of Figure 5, we can conclude that the most favorable molecular alignment for hole transport is either a cofacial (0° twist) or 50° twisted one, while for electron transport the best arrangement is either the cofacial one or a 45° twisted one.

Already, from the estimates of the internal reorganization energy and the transfer integral dependence on the lateral angle between the neighbors, one can conclude that for a 45° helical configuration the mobilities in the columnar phase should be higher for holes than for electrons, since the transfer integral for such a rotational angle is higher for the positive charge carriers than for the negative ones. To quantify this conclusion, we used the master equation approach to calculate the mobilities for both holes and electrons, with the rates obtained by the Marcus theory. The results are summarized in Table 2.

\[ S = \left( \frac{1}{N} \sum_{i=1}^{N} \left( \frac{3}{2} (M \cdot m_i)^2 - \frac{1}{2} \right) \right) \quad (3) \]

Figure 5. Distribution of the transfer integral between neighboring molecules. Note the logarithmic scale on both axes. Increase of temperature leads to an increase of the orientational and positional disorder manifesting itself in a tail of small \( J \). Since the charge transport is one-dimensional, this tail leads to a significant reduction of the mobility. Inset shows the dependence of the transfer integral \( J \), or electronic coupling, on the twist angle between two PDI-C8,7 molecules at a distance of 3.5 Å.

**Table 2. Simulated and Experimental Mobilities (cm\(^2\) V\(^{-1}\) s\(^{-1}\))**

<table>
<thead>
<tr>
<th>lattice, temp</th>
<th>( \mu_h ) max</th>
<th>( \mu_h ) av</th>
<th>( \mu_e ) max</th>
<th>( \mu_e ) av</th>
<th>( \mu_{h} + \mu_{e} ) max</th>
<th>( \mu_{h} + \mu_{e} ) av</th>
<th>( \mu_{\text{PR-TRMC}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ortho, 300 K</td>
<td>0.1</td>
<td>0.03</td>
<td>0.01</td>
<td>0.004</td>
<td>0.12</td>
<td>0.06</td>
<td>0.15</td>
</tr>
<tr>
<td>hexa, 400 K</td>
<td>0.16</td>
<td>0.07</td>
<td>0.01</td>
<td>0.006</td>
<td>0.17</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>ortho, 400 K</td>
<td>0.18</td>
<td>0.04</td>
<td>0.01</td>
<td>0.002</td>
<td>0.18</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>ortho, 450 K</td>
<td>0.18</td>
<td>0.04</td>
<td>0.01</td>
<td>0.002</td>
<td>0.18</td>
<td>0.04</td>
<td>0.12</td>
</tr>
</tbody>
</table>

* Both maximal (in 16 columns) and average (over the columns) values are given for electron; hole, total, and measured by PR-TRMC mobilities. ortho = orthorhombic, hexa = hexagonal lattice. Mobilities at 500 K are very small and not shown here, which is due to a significant structural disorder at this temperature.
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For each type of charge carrier two values are given, the highest mobility in a particular column (averaged over time) and the average over all columns and time. The difference between the two values is due to the presence of defects in the columns (i.e., a misalignment of one molecule in the stack), which results in a low transfer integral and consequently low mobility. Dynamics of creation or annihilation of such defects is much slower to probe using MD simulations. Note that Marcus theory tends to slightly overestimate the value of the mobility measured by the PR-TRMC technique. For PDI-C$_{8,7}$, however, only the maximal among all the 16 columns value of the mobility is comparable to the experimentally measured one. This implies that the length of a column composed of 60 molecules exceeds the distances sampled by the PR-TRMC technique (which normally probes only 10–20 molecules). As a result, PR-TRMC is relatively insensitive to occasional stacking defects, while they are accounted for in simulations.

It is very illustrative to see how the distributions of the transfer integral $J$ (and correspondingly the rate) change as a function of temperature. These are shown in Figure 5 for holes. The distributions for electrons have very similar functional dependence, but the amplitude is only about 10% smaller. This is an interesting result: though for the ideal helical distribution with 45$^\circ$ twist the transfer integral for holes is much higher than for electrons, disorder in molecular orientations leads to averaging out of the distributions of transfer integrals. The actual difference in the rates (and hence the mobilities) stems from different reorganization energies for holes and electrons.

The sum of the electron and hole mobilities can be directly compared to the mobility measured by the PR-TRMC technique. As one can see from the Table 2, the agreement is good, especially for the highest mobilities. The factor of 2 is within the error bars of experiment and assumptions of Marcus theory for charge transport. The underestimation might also be due to the presence of defects, which do not heal on the time scales reachable by MD simulations. Neither the experimental nor the simulated values depend significantly on the temperature, leading to the conclusion that no major change in the columnar structure happens in the considered temperature range.

V. Conclusions

An important message of this work is that none of the experimental or theoretical methods used here can alone identify the molecular packing of a partially disordered molecular crystal, because of either limitations on reachable time- and length-scales (molecular dynamics), assumptions about a particular supramolecular arrangement in the interpretation of the data (WAXS), or limited structural information due to DQ filtering and dynamic averaging (NMR). When combined, however, these methods do provide a very powerful tool for studies of partially ordered molecular materials.

We can also conclude that none of the experimental methods alone provides detailed enough knowledge of the morphology to predict the charge carrier dynamics in the system. The latter is extremely sensitive to the positional and orientational molecular distribution functions, not only the averaged intermolecular distances and orientations. On the other side, it would be very difficult to perform MD simulations without the guiding hand of WAXS.

Using a combination of experimental techniques and simulation approaches, we have investigated the supermolecular packing of PDI-C$_{8,7}$ molecules. A helical motif with about 45$^\circ$ twist between the neighboring intracolumnar molecules is found to convincingly explain most of the experimental observations. The best fit of the WAXS data is obtained by using a monoclinic unit cell with $a = 21.9$ Å, $b = 17.9$ Å, $c = 3.55$ Å, and $\gamma = 97.8^\circ$.

The azimuthal dependence of the transfer integral shows that the best mobility for both holes and electrons is achieved for a face-to-face supramolecular arrangement. The next maxima are located at ca. 66$^\circ$ azimuthal twist for electrons and around 50$^\circ$ twist for holes.

Although PDI-C$_{8,7}$ is usually perceived as an electron transporter, our simulations predicts that PDI-C$_{8,7}$ is a better hole than electron conductor. The reason for this is different reorganization energies, which result in an order of magnitude smaller hopping rates for electrons than for holes. The difference in transfer integrals (electronic couplings) for electrons and holes accounts only for a 10% discrepancy due to smearing out by the local disorder. This observation is in agreement with time-of-flight measurements of mobility on similar perylene diimide compounds, which indeed find very similar values of mobility for electrons and holes. It is probable therefore that the reason PDI-C$_{8,7}$ does not make a good hole transport is its deep ionization potential.
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