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ABSTRACT
Theoretical description of electronically excited states of molecular aggregates at an ab initio level is computationally demanding. To reduce
the computational cost, we propose a model Hamiltonian approach that approximates the electronically excited state wavefunction of the
molecular aggregate. We benchmark our approach on a thiophene hexamer, as well as calculate the absorption spectra of several crystalline
non-fullerene acceptors, including Y6 and ITIC, which are known for their high power conversion efficiency in organic solar cells. The method
qualitatively predicts the experimentally measured spectral shape, which can be further linked to the molecular arrangement in the unit cell.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0138748

I. INTRODUCTION

In molecular aggregates of large π-conjugated molecules, the
excitons can diffuse over considerable distances because of large
intermolecular excitonic couplings. Therefore, predicting the spec-
tral properties of such aggregates is challenging because a large
number of excited electronic states need to be considered, in addi-
tion to the influence of molecular packing1–4 and vibronic effects.5–7

High-level quantum chemistry methods such as coupled-cluster or
configuration-interaction are often required for accurate predictions
of excited state energies of single molecules. Because of their scaling
as N5−7 with the number of electrons N, these methods are difficult
to apply to large molecules or molecular aggregates.8 Better scaling
is offered by Green’s function approach (N3−4

)
9 and the time-

dependent density-functional theory (TDDFT) (N2
);10,11 however,

these methods are still too demanding for solid-state calculations of
molecular films.

To overcome these difficulties, we adopt a tailored for excited
states model Hamiltonian (MH) approach.12 The coarse-grained
electronic Hamiltonian is constructed using several approximations:

First, interactions of diabatic states on different molecules are con-
sidered only for molecular dimers. Second, the diabatic states, and
the corresponding couplings, are used as a basis set to construct the
excited state wavefunctions of the aggregate.13,14 Finally, the exciton-
phonon coupling is approximated by Gaussian-broadening of the
discrete energy spectrum.

In our approach, the interaction of diabatic states is evaluated
at the ab initio level, and we can obtain all states of interest at a
reasonable computational cost. Moreover, higher-order terms, i.e.,
couplings involving three or four monomers, can be included to
systematically improve the accuracy of the MH.

We use the proposed MH approach to predict the absorp-
tion spectra of large molecular aggregates of non-fullerene acceptors
(NFAs) and to link the spectral shape to the molecular arrangement
in the unit cell. Recent developments of novel NFAs use the width of
the NFA absorption spectra as a design criterion: broader absorp-
tion leads to larger short-circuit currents.15–19 One such example
is Y6 with its narrow optical gap.20,21 This practical example shows
that the use of MH is essential for material pre-screening, where the
computational cost is often a bottleneck.22–24
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II. MODEL HAMILTONIAN
To construct the MH, we first expand the excited states ΨJ as a

linear combination of a set of quasi-diabatic states ΞI′ . The choice
of these diabatic states is the key to obtaining a computationally
efficient and accurate MH. In partially ordered organic semicon-
ducting films, the low-energy excited states are primarily localized
on single molecules or immediate neighbors. Therefore, we choose
diabatic states that reflect this spatial localization of excitons and
charges: local excitations (LE) of isolated molecules and charge
transfer (CT) states of molecular pairs.13

To construct such diabatic states, we localize occupied
(i, j, k, . . .) and virtual (a, b, c, . . .) molecular orbitals on the
spatial domains (molecules) αi, αj, . . . and αa, αb, . . .. The configu-
ration subspace, X = (αi, αa), in which the corresponding excitation
configuration, ΦX

ia, indicates that an electron is excited from occu-
pied molecular orbitals (MOs) i of domain αi to virtual MO a of
domain αa, where it can be an LE configuration if αi = αa or a CT
configuration if αi ≠ αa.

The adiabatic excited state can be written as a linear combina-
tion of MO-based excitation configurations,

ΨJ =∑
X
∑

ia∈X
CX

J,iaΦX
ia, (1)

where the coefficients CX
J,ia are obtained by the character analysis

method.13

The adiabatic and diabatic states are related via a unitary
transformation UJI′ ,

ΞI′ =∑
J

ΨJUJI′. (2)

We choose the transformation matrix U such that the diabatic states
ΞI′ are as localized as possible onto the configuration subspace X. To
do this, we introduce weights for the diabatic states,

P̃X
I′ =∑

ia

⎛

⎝
∑

J
CX

J,iaUJI′
⎞

⎠

2

=∑

JK
UJI′P

X
JK UKI′ , (3)

where

PX
JK =∑

ia∈X
CX

J,iaCX
K,ia (4)

is the weight of a specific diabatic state. P̃X
I′ ≈ 1 indicates localization

onto a single configuration space.
The transformation matrix UJI′ should then maximize the

function

D =∑
X
∑

I′
(P̃ X

I′)
2, (5)

where D reflects the overall quality of the diabatization scheme. It
is always smaller or equal to the number of diabatic states, and the
closer its value is to the number of diabatic states, the higher the
quality of the diabatization scheme.

With the transformation matrix U at hand, and the selected adi-
abatic states excitation energy EIJ = ϵIδIJ , where δIJ is the Kronecker
delta function, we can back-transform the energy matrix, EIJ , into a
coupling matrix,

EIJ = ϵI , i f I = J,
EIJ = 0, i f I ≠ J,

(6)

CI′J′ =∑
JK

UT
I′IEIJUJJ′ , (7)

where the diagonal elements and off-diagonal elements of matrix
C are the diabatic excitation energies and the coupling parameters,
respectively. Correspondingly, we can get the transition dipole DI′

of diabatic states by transforming the transition dipoles of adiabatic
states as follows:

DI′ = UT
I′IDI. (8)

Figure 1 illustrates the construction of the MH using the
HOMO to LUMO transitions in a molecular dimer, with four
different types of excitations.

The coupling matrix, EMH = ⟨Φ∣ Ĥ∣Φ⟩, and the corresponding
MH matrix read as follows:

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

Ĥ ∣Φh1 l1⟩ ∣Φh2 l2⟩ ∣Φh1 l2⟩ ∣Φh2 l1⟩

⟨Φh1 l1 ∣ E1
1 Vec D′e Dh

⟨Φh2 l2 ∣ Vec E2
2 D′h De

⟨Φh1 l2 ∣ D′e D′h E2
1 W

⟨Φh2 l1 ∣ Dh De W E1
2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

, (9)

where the subscripts and superscripts, 1 and 2, denote the index of
the domain that the electron is excited from and to, respectively.
The diagonal elements E1

1 and E2
2 are the excitation energies of the

two LE excited states Φh1 l1 and Φh2 l2 , respectively; and E2
1 and E1

2 are
the excitation energies of the two CT excited states, Φh1 l2 and Φh2 l1 ,
respectively. The off-diagonal elements are the coupling parameters
of the corresponding diabatic states. These coupling parameters can
take four different forms: Vec, De, Dh, and W. Because these terms
only involve two domains (monomers), we call them two-domain
terms. Referring to the description of the four different diabatic
states at the simplest excitation picture, i.e., HOMO to LUMO exci-
tation, in Fig. 1, we can directly tell the physical meanings of these
four coupling parameters: Vec is the coupling between the two LE
states, Φh1 l1 and Φh2 l2 , i.e., the excitonic coupling parameter; De(De′ )
is the coupling between Φh2 l2 (Φh1 l1 ) and Φh2 l1 (Φh1 l2 ), where the two

FIG. 1. Scheme of locally excited (LE,
Φh1 l1 and Φh2 l2 ) and charge transfer (CT,
Φh1 l2 and Φh2 l1 ) states of a molecular
dimer.
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coupled states have the same occupation on the occupied MOs
but different occupation on the virtual MOs, which describes the
“electron” transport strength between the two molecules; similar to
De(De′ ), Dh(Dh′ ) describes the “hole” transport strength between
the two molecules; and W is the coupling between the two CT
states. Explicit expressions of these coupling elements, in terms of
monomer orbitals, are available in the supplementary material, to
show how these can be approximated. In this work, these coupling
elements are directly evaluated through the diabatization scheme.
As an illustration, the complete coupling matrix of a tetramer
system, including three- and four-domain terms, is also described
in the supplementary material. All the high order terms have at least
one density function that includes different monomers. For systems
where the CT state excitation energies are larger than those of the LE
states, which is often the case for mono-component organic crystals,
three- and four-body terms can be neglected.

Given all this information, we can now construct the MH
matrix M of an aggregate. The aggregate itself is a supercell
containing several sets of equivalent dimers, so the diabatization
calculations only need to be performed once for each set. In addi-
tion, Förster’s equation25 is used to screen far apart dimers with
negligible coupling. This is done to optimize the coupling cutoff
distance and save on computational costs. In the MH matrix M
of the aggregate, each diagonal element is the excitation energy
of an LE or a CT state, whereas the off-diagonal elements corre-
spond to the coupling elements between the diabatic states. Because
the matrix elements are obtained from the dimer diabatization, the
diagonal and off-diagonal elements corresponding to CT excitations
are unique. However, this is not always the case for LE states since
the LE state localized on monomer I can result from the diabatiza-
tion of any dimer that contains monomer I. In cases where these
LE states are qualitatively close to single molecule excitations, the
corresponding excitation energies, and excitation character, of the
LE states resulting from different dimers will be similar. In the MH
method, we use the average excitation energy of the LE states from
all equivalent dimers.

The eigenvalues of M are then the excitation energies of the
aggregate,

EMH = U′TMU′. (10)

The transition dipole moment of each MH state is then obtained by
transforming the transition dipole moment matrix of diabatic states
with the matrix U′,

DMH = U′TDdiabatic, (11)

which can be used to calculate the corresponding oscillator strength.
To ensure that the phase of the localized exciton is preserved for

the same molecule belonging to different dimers, we set up a unitary
matrix that connects the geometry and the transition dipole tensors
of the molecule in the dimer. The unitary matrix is then used for
transforming the dimers’ coupling matrix to ensure the signs of the
coupling parameter are consistent in the MH matrix.

The quality of the results obtained from the MH method is
highly dependent on the diabatization scheme and the chosen dia-
batization basis. In our scheme, the MH is constructed by using a
basis of LE and CT states that are localized on not more than two
molecules. The MH should, in principle, be accurate for aggregates

of weakly coupled organic molecules, where the lowest-lying CT
state is always above the lowest-lying LE state. This choice of the
diabatic basis results in high quality MH wavefunctions but also has
its limitations. For example, for some closely spaced dimers, it can
be difficult to get reasonable diabatization results, where a larger
number of converged adiabatic excited states is required. On the
other hand, these closely spaced dimers are of the most importance
for constructing the MH wavefunctions. For the same reason, the
scheme can also be inefficient for strongly coupled monomers and
open shell systems.

III. COMPUTATIONAL DETAILS
The crystal structures of five organic NFAs (Y6, ITIC, ITIC-4F,

IEICO-4F, and IDTBR) were first optimized using the Vienna
Ab initio Simulation Package (VASP) package.26–30 The PBE
functional31 and the projector-augmented wave (PAW)27,30 method
were applied to treat the electron–electron and the valence–core
interactions, respectively. In addition, the empirical D3 dispersion
correction term32 was added. A kinetic-energy cutoff of 520 eV was
used for the plane wave basis set. The Brillouin zone was sam-
pled using a 4 × 4 × 4 Monkhorst–Pack k-point scheme. The total
energy convergence criterion was 10−4 eV. After the optimization,
the Hellmann–Feynman forces were smaller than 0.01 eV/Å.

The optimized unit cells were then used to construct molec-
ular aggregates of 11 × 11 × 11 unit cells. For every dimer in the
aggregate, we estimated the transition dipole–dipole coupling Vec
by using the Förster equation,25

V =
D⃗aD⃗b

R3
ab
− 3
(D⃗aR⃗ab)(R⃗abD⃗b)

R5
ab

, (12)

where D⃗a is the transition dipole vector of monomer a and R⃗ab is the
vector between the two monomers’ transition dipole centers.

As Eq. (12) is known to underestimate the coupling strength
between the neighboring pairs of molecules, it is only used to select
the pairs for which coupling calculations are performed. The actual
coupling strengths are then calculated at the QM level for all dimers
within a 3 × 3 × 3 supercell. Since dimers in distinct sets are iden-
tical to each other in terms of electronic and excitonic couplings,
the diabatization procedure was performed only for one dimer in
the set. For each set, we make sure that at least two pairs of the
lowest energy diabatic LE states are sufficiently obtained, and for
some sets, the lowest lying CT states pair is also included. As
mentioned in Eq. (3), the character weights of the diabatic states can
be used as an indicator of the diabatization quality. In our calcula-
tions, we normally calculated the ten lowest energy excited states,
and the character weights of the above-mentioned diabatic states are
always larger than 98%.

The MH matrix for a large supercell, up to 11 × 11 × 11, was
then constructed by using the couplings of either the diabatization
calculations if the dimer is calculated at the QM level, or with an
estimated Vec[Eq. (12)] otherwise. The effect of the choice of cutoff
is discussed further in Sec. IV.

All the dimers ab initio calculations were performed at the
cam-b3lyp/TZVP33,34 level of theory using the TURBOMOLE 7.535

package. The excited state energies of the NFAs were corrected using
the GW+BSE method.36
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IV. THIOPHENE HEXAMER
To benchmark the method, we calculated the absorption spec-

tra of a thiophene hexamer, for which both the MH method and the
direct calculation are possible at the same level of theory. We placed
six monomers into two layers, each composed of three monomers,
as shown in Fig. 2(a). In this molecular arrangement, with an
interlayer distance of 3.5 Å, some CT states have relatively low
energies.

It is known that TDDFT, without using range-separated
functionals, fails to predict the energy levels of CT states.37 As

FIG. 2. Molecular arrangements used to calculate the absorption spectra.

CT states are essential for the MH method, the use of range-
separated functionals is recommended. This can be illustrated
in the thiophene hexamer: The hybrid functional b3lyp under-
estimates the LE character of the low-lying excited states, while
another hybrid functional, bhlyp, and the range-separated hybrid
functionals, cam-b3lyp33 and wb97m-v,38 all produce very similar
results, where the wb86m-v predicted slightly stronger LE character
(Table S1).

We performed diabatization analyses for 15 dimers and the
entire hexamer. Each thiophene molecule has a pair of nearly
degenerate low-lying LE states, with energies of 5.97 and 6.04 eV.
π-stacked dimers have two additional pairs of low-lying CT states,
with energies of 6.5 and 6.8 eV. The rest of the diabatic states either
have very large energies, more than 7 eV, or their couplings to
the low-lying states are small (<1 meV). From these diabatization
analyses, 24 diabatic states were chosen to construct the MH.

By diagonalizing the MH matrix, we obtain the excitation
energies of the first 24 adiabatic states. The energies and correspond-
ing oscillator strengths of the first 12 states are compared to the
results obtained for the entire hexamer using TDDFT in Table I.
As we can see, the excitation energies differ only slightly, with
differences varying from 11 to 81 meV. The oscillator strengths
also follow a similar trend. Therefore, we can conclude that the
MH method can accurately reproduce low lying excited states of an
aggregate.

We can also approximate the wave function of the hexamer by
removing the CT states in the MH matrix. This results in the excita-
tion energies of the LE states becoming significantly larger (>0.4 eV),
as shown in Table I, suggesting that these LE states are strongly cou-
pled to the CT states, resulting in lower excitation energies. The six
higher lying adiabatic states in the LE-only MH (7th to 12th) have
only slightly larger excitation energies than observed in the LE+CT
MH (about 0.02 eV). This shows that the higher lying LE states are

TABLE I. Excitation energies (eV) of 12 lowest-lying adiabatic states of the thiophene
hexamer and the corresponding oscillator strengths calculated by TDDFT, as well
as using MHs with and without CT excitations. All calculations are performed at the
cam-b3lyp/TZVP level of theory.

Without CT
TDDFT With CT (LE only)

ΔE f ΔE f ΔE f

1 5.387 0.000 03 5.407 0.000 13 5.855 0.000 51
2 5.396 0.000 16 5.413 0.000 09 5.879 0.000 38
3 5.410 0.000 18 5.456 0.000 78 5.923 0.001 01
4 5.419 0.000 16 5.461 0.000 01 5.967 0.000 06
5 5.490 0.000 16 5.511 0.000 01 5.970 0.021 47
6 5.526 0.000 28 5.560 0.000 09 5.981 0.011 24
7 5.993 0.119 35 6.031 0.174 64 6.058 0.146 41
8 6.013 0.342 70 6.095 0.380 72 6.107 0.436 86
9 6.040 0.077 71 6.021 0.030 28 6.033 0.028 60
10 6.058 0.153 88 6.038 0.078 13 6.062 0.116 78
11 6.075 0.009 99 6.086 0.011 11 6.097 0.049 15
12 6.087 0.151 66 6.098 0.055 47 6.109 0.003 43
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coupled to the CT states as well; however, this coupling is weaker
than that observed in the six lowest lying adiabatic states in the
LE-only MH. The corresponding oscillator strengths also change,
which implies that the absorption spectra would change their
shape.

From the point of view of computational efficiency, TDDFT
calculations of a hexamer for 24 excited states took 4080 s on
40 cores, whereas the calculation of 15 dimers, including the
diabatization, took only 270 s on 40 cores. One should also
note that the conventional TDDFT method scales as the square
of the total number of atoms in the system, whereas the MH
method only scales linearly with the number of symmetry unique
dimers.

V. Y6 AGGREGATE
The unit cell of Y6, which is shown in Fig. 2(b), con-

tains four molecules and two distinct conformers. The lowest
lying excitations of these conformers have energies of 2.056 and
2.060 eV, with oscillator strengths of 2.34 and 2.44 a.u. The sec-
ond excited states are at 2.58 and 2.59 eV, with oscillator strengths
of 0.50 and 0.41 a.u. The GW+BSE correction predicts a 0.245 eV
reduction of the lowest excited state energy of the Y6 molecule. This
energy difference will be used for shifting the simulated absorption
spectra.

For all dimers, the lowest energy diabatic states have an LE
character with energies of 2.05 and 2.54 eV, very close to the two
lowest energy excited states of the Y6 monomer. Only six dimer
types have CT states with energies below 3.00 eV. These six dimer
types show a strong J-aggregation character for which the low-
est excitations are red-shifted by 0.03–0.08 eV with respect to the
monomer’s lowest excitation energy. Two dimer types display strong
H-aggregation character, with 0.01–0.02 eV blue shifts. The rest of
the dimers have shifts below 0.01 eV.

The absorption spectrum of Y6 aggregates calculated using
the MH method is shown in Fig. 3, together with the absorption
spectrum of a Y6 monomer and the experimentally determined
absorption spectrum of a Y6 thin film.39 The calculated absorp-
tion spectrum is obtained by the Gaussian convolution of oscillator
strengths with a full width at half maximum (FWHM) of 0.18 eV.
The MH excitation energies with the GW+BSE correction are used
to determine the peak positions. The peak with the lowest energy is
used to normalize the spectra.

The calculated peak intensities differ somewhat from those
measured in the thin film, in particular, around 2.17 eV, where the
intensities obtained from the MH method are a bit too strong. This
is predominantly attributed to the fact that only a simple Gaus-
sian convolution was used while simulating the spectra instead of
considering the corresponding vibronic degrees of freedom. The
simulated spectrum also has several sub-peaks at 1.67, 1.88, and
2.17 eV. Red arrows show the corresponding peaks in the measured
spectra in Fig. 3(a).

To prove the convergence with the aggregate size, we
show the spectra for several aggregates in Fig. 3(b). For larger
aggregates, the intensities of the low-energy peaks increase, whereas
those of the high-energy peaks decrease. However, the peak posi-
tions of the major absorption peaks do not change significantly. We

FIG. 3. Absorption spectra of Y6 aggregates (MH) and thin films (experiment).
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TABLE II. Number of molecules Nm, atoms Na, and the size of the MH matrix for
aggregates corresponding to supercells of size na × nb × nc .

na, nb, nc Nm Na MH size CPU time (s)

3,3,3 108 20 196 513 4.2
5,5,5 500 93 500 2 727 295
7,7,7 1372 256 564 7 949 8 529
9,9,9 2 916 545 292 17 475 53 337

can conclude that the spectra are practically unaffected by the aggre-
gate size starting from an aggregate size of ∼10 nm (7 × 7 × 7 unit
cells).

For comparison, we modified the MH by removing all CT
states and recalculated the absorption spectra. As shown in Fig. 3(c),
this spectrum exhibits two absorption peaks, with the first peak
blue-shifting by about 0.12 eV compared to the absorption spectrum
of the LE+CT MH. The second peak is red-shifting, and the peaks in
the 1.4–2.2 eV range are significantly less pronounced. Therefore,
we can conclude that the CT states, indeed, play an important role
in the Y6 aggregates.

Finally, Fig. 3(d) shows the effect of the cutoff for the
coupling elements. As one can see, the value of the cutoff does
not affect the absorption spectrum much; this is as most of the
inner layer (3 × 3 × 3 unit cells) couplings are always included in
the MH.

At this point, we would like to mention the scaling of compu-
tational costs as compared to the traditional TDDFT calculations.
Table II summarizes the dimensions of the MH matrix for different
aggregate sizes. Conventional ab initio excited state calculations for
such aggregates scale from the square to the fourth order of the num-
ber of atoms,40 whereas the MH method scales with the square of the
matrix dimension. The construction of the MH of the Y6 aggregate
requires a number of TDDFT dimer calculations and diabatization
calculations. Depending on the intermolecular distances, a dimer

calculation takes from 5 to 30 h on a 40-core cluster, where the larger
intermolecular distance corresponds to the shorter time. In our cur-
rent setup, a total number of 334 Y6 dimers have been calculated.
The final MH step is done on a single core, and the CPU hours are
listed in Table II.

VI. ITIC AGGREGATE
We also calculated the absorption spectrum of another NFA

molecule, ITIC. The first and the second excited states of ITIC
molecules extracted from the optimized crystal structure have exci-
tation energies of 2.22 and 2.69 eV, with oscillator strengths of
3.05 and 0.00 a.u., respectively. The GW+BSE correction predicted
a 0.215 eV energy shift for the lowest excited state. The excita-
tion energies of other excited states are higher than 3 eV and,
therefore, are not taken into account in the diabatic calculations.
For ITIC dimers, we observed weaker J- and H-aggregation as
compared to Y6 dimers. Four dimers have a J-aggregation char-
acter with about 0.03 eV red shift, and one dimer has a strong
H-aggregation character, with a 0.04 eV blue shift. Other dimers
have weak J- or H-aggregation character, with shifts smaller
than 0.01 eV.

The absorption spectrum of an 11 × 11 × 11 supercell, with
a 0.2 meV cutoff, is shown in Fig. 4, together with the exper-
imentally measured thin film absorption spectrum.17 Although
the shoulder peak at around 2.17 eV of the calculated spectra
is smaller than the experimental one, the simulated and exper-
imental spectra have a fairly similar shape. The cutoff and size
dependence are shown in Figs. S9 and S10 of the supplementary
material.

The broader spectra of Y6 as compared to ITIC can be related to
the J- and H-aggregates. The ITIC crystal unit cell contains only two
molecules, with the normal vectors of the backbone planes forming
an angle of about 60○. This packing pattern is simpler than the one
of Y6. Moreover, Y6 π − π stacking distances are shorter than those
of ITIC.

FIG. 4. The simulated absorption spec-
trum of ITIC aggregates. Experimentally
measured thin-film spectrum is blue-
shifted by 0.1 eV to overlap the lowest
absorption peaks.
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VII. CONCLUSIONS
We propose a model Hamiltonian for the electronically excited

state wavefunction. The wave function is approximated by a linear
combination of a set of diabatic excited states. These states, and the
corresponding couplings between them, are evaluated by diabatizing
the excited state wavefunction of molecular dimers, which greatly
reduces the computational cost. With the help of the MH, we calcu-
late the electronically excited state wavefunctions of large molecular
aggregates for a model system, a thiophene hexamer, and show
that the error of the predicted excitation energies is below 0.08 eV.
We also calculated the absorption spectra of aggregates of several
NFAs, Y6, ITIC, ITIC-4F, IDTBR, and IEICO-4F, and compared
them to the experimentally measured spectra. The general shape of
the spectra and energy levels are well reproduced for most of the
compounds, although there are differences in describing absorption
peak intensities.

SUPPLEMENTARY MATERIAL

See the supplementary material for the model Hamiltonian
with the higher order coupling elements, benchmarks with different
density functionals, diabatization procedure details, and the system
size dependencies.
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