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Amorphous small-molecule hole-transporting materials are commonly used in organic light-emitting diodes and perovskite solar cells. Characterization of their main functionality, hole transport, has been complicated by the presence of large contact barriers. Using a recently developed technique to establish Ohmic hole contacts, the bulk hole transport in a series of molecules with a broad range of ionization energies is investigated. The measured charge-carrier mobility dependence on charge concentration, electric field, and temperature is used to extract the energetic disorder and molecular site spacing. Excellent agreement of these parameters as well as ionization energies with multiscale simulations paves the way to predictive charge-transport simulations from the molecular level.

1. Introduction

Organic small molecules are omnipresent in hole-transport layers (HTLs) in thin-film optoelectronic devices, in particular in organic light-emitting diodes (OLEDs) and the emerging hybrid organic–inorganic perovskite solar cells.[1–3] The main function of this class of organic semiconductors is to transport holes between the active layer and the anode, while blocking electrons and excitons. To avoid barrier formation or voltage losses, the ionization energy (IE) of the hole-transport material must be well aligned with the IE of the active layer, while the electron affinity and energy gap must be sufficiently high to hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices. Another drawback of the time-of-flight technique is that the dependence of the transit time is insensitive to deep traps, [17] which may severely hinder charge transport in actual devices.
for OLEDs and solar cells, vertical bulk transport is of main interest. Furthermore, field-effect transistors operate at much higher charge-carrier densities ($10^{19}$ cm$^{-3}$) as compared to OLEDs and solar cells ($10^{17}$ cm$^{-3}$). These high carrier densities mask the effects of traps and energetic disorder on the charge transport. As a result, rigorous experimental data of the charge-transport properties of hole-transport materials is often unavailable, even for widely used materials.

Recently, we have developed a universal strategy to form Ohmic hole contacts on organic semiconductors with ionization energies of up to 6 eV.[20] Here, we apply this strategy to measure the space-charge-limited hole currents as a function of temperature and layer thickness in a series of hole-transport molecules spanning a wide range of ionization energies. Device simulations are used to describe the hole transport as a function of temperature, electric field, and charge concentration, which yields values for the mobility, energetic disorder, and site spacing of these materials.

Taking into account the importance of the mobility for device optimization, it would be highly desirable to predict this quantity from chemical structures only, enabling in silico pre-screening of host and transport materials prior to their synthesis.[21,22] A practical way of doing this is to model the charge transport by solving the appropriately parameterized master equation, with charge transfer rates evaluated using Fermi’s golden rule.[21,23–26] The critical ingredient of this approach is the rate parameterization, which includes the justification of the rate expression and the evaluation of its ingredients, such as site energies,[27,28] electronic coupling elements,[29–32] and reorganization energies.[33] Rigorous justifications of rate expressions or rate parameters are rare[33] and in most cases not possible by pure theoretical means. The absence of rigorous experimental data impedes the validation.[34,35] Here, we compare the experimental mobilities and density-of-state (DOS) distributions of a series of amorphous organic small molecules to the results of a computational multiscale model. We demonstrate that this model has a predictive potential and identify the directions for its further improvements.

2. Results and Discussion

2.1. Experimental Charge-Transport Characterization

We have experimentally investigated the bulk hole transport in vacuum-deposited organic small molecules commonly used as hole-transport or host materials, namely 2-TNATA, TCTA, Spiro-TAD, CBP, and NPB. Chemical structures of these materials are shown in Figure 1. These materials cover a broad range of ionization energies between 5.0 and 6.0 eV, which is relevant for matching the IE of the hole-transport material to the IE of the active layer in a device, or for matching the energy levels to the emitter when the material is used as a host in an OLED. The hole transport in these materials was investigated by means of temperature- and thickness-dependent current density–voltage characteristics of single-carrier devices.

In these hole-only devices, it is critical that the injecting electrode is an Ohmic hole contact. To form an Ohmic hole contact, we inserted a thin interlayer (3–5 nm) of an organic semiconductor between the MoO$_3$ electrode and the transport layer. This interlayer has a higher IE than the transport material. Using this method, we have recently demonstrated barrier-free hole injection.[30] Since the current in a device scales exponentially with the injection barrier, the formation of an Ohmic charge-injecting contact is crucial. Otherwise, the measured current can be much lower and the calculated mobility can be severely underestimated.

The hole-only devices in this study consist of a single layer of either of the hole-transport materials, sandwiched between an ITO/PEDOT:PSS bottom electrode and an interlayer-enhanced MoO$_3$/Al top electrode. For hole-only devices of 2-TNATA, Spiro-TAD and NPB,[36] TCTA was used as the interlayer. For TCTA and CBP devices, interlayers of CBP and BST (4,4’-bis(triphenylsilany)) were used, respectively.

In a single-carrier device with an Ohmic injecting contact, the current will be limited by the transport in the bulk of the semiconductor, commonly known as an SCLC. The current density ($J$) in a space-charge-limited device is described by the Mott–Gurney square law,[37] $J = \frac{9}{8} \varepsilon \mu p V^2 L$, where $\mu$ is the material permittivity, $\mu$ is the charge-carrier mobility, $V$ is the applied voltage, and $L$ is the layer thickness. In this equation, the current density depends on the square of the applied voltage and scales inversely with layer thickness to the third power. By fitting the SCLC equation to experimental $J$–$V$ characteristics, the charge-carrier mobility can be determined. However, the mobility in disordered materials depends on the charge-carrier density and the electric field,[38] resulting in a voltage-dependent mobility.[39] In addition, the mobility is temperature dependent, with the field and density dependence becoming more pronounced at lower temperatures.

In order to characterize charge transport more accurately, the use of numerical simulations is required. A well-established mobility model that includes the effects of temperature, charge concentration, and electric field on the mobility is the extended Gaussian disorder model (EGDM).[38] This model describes the mobility in the situation of hopping transport in a system with a Gaussian DOS distribution. Previously, the EGDM has been successfully applied to describe charge transport in disordered organic semiconductors.[39–43]

In the EGDM, the phenomenological expression for the mobility reads

$$\mu(T, p, E) = \mu_e(T, p) \exp \left[ 0.44 \left( \sigma^{1.5} - 2.2 \right) \sqrt{1 + 0.8 \left( \frac{E a^2}{\sigma} \right)} - 1 \right]$$

where $\mu_e(T, p) = \mu_0(T) \exp \left[ \frac{1}{2} (\sigma^2 - \sigma) \left( \frac{p}{2a} \right)^{1/6} \right]$ provides the dependence on the charge-carrier density $p$, and $\mu_0(T) = \mu_0 C_1 \exp \left[ -C_2 \sigma \right]$ is the temperature dependence of mobility in the limit of zero charge-carrier density and electric field. In our case, $C_1 = 1.8 \times 10^{-9}$ and $C_2 = 0.42$ are constants, $\mu_0$ is the mobility prefactor, $\sigma = \sigma_{\text{bulk}} / k_B T$ is the dimensionless width of the density of states, $k_B$ is Boltzmann’s constant, $T$ is the temperature, $a$ is the lattice constant, and $\delta = 2 \ln(\sigma^2 - \sigma) - \ln(\ln 4) \sigma^2$. 

---

**Figure 1:** Chemical structures of 2-TNATA, TCTA, Spiro-TAD, CBP, and NPB.
In the EGDM, there are three free parameters that are used to fit the experimental data: $\mu_0$, $\sigma$, and $a$. The mobility prefactor only influences the magnitude of the mobility, whereas $\sigma$ mainly affects the temperature and density dependence, with these two effects increasing for larger disorder. The lattice constant $a$ predominantly controls the electric field dependence of the mobility.

To simulate $J$–$V$ characteristics, the EGDM mobility function is incorporated in a 1D drift-diffusion solver. The simulated current densities are then fitted to the experimentally obtained current density–voltage characteristics. Figure 2 shows the temperature-dependent current density–voltage characteristics measured for 2-TNATA, Spiro-TAD, TCTA, and CBP. Measurements for NPB have been reported earlier. The simulated $J$–$V$ characteristics are shown as solid lines. In the drift-diffusion simulations, the barrier at the injecting contact was set to zero, corresponding to an Ohmic hole contact. The barrier at the extracting contact increases with increasing IE of the organic semiconductor because of the increased offset between the IE and the work function ($\approx 5.2$ eV) of the PEDOT:PSS extracting electrode. This gives rise to a shift in the built-in voltage with increasing IE of the hole-transport material.

For all hole-transport materials, a good agreement between the experimental data and the model is observed. Note that the same set of parameters was used for each temperature. To further confirm the accuracy of the obtained parameters, the same set of parameters was also used to describe the current–voltage characteristics for a range of layer thicknesses, as shown in the Supporting Information. The parameters used in the simulations are listed in Table 1. Despite the difference in chemical structures and ionization energies, a similar...
value for the energetic disorder $\sigma$ of 0.09–0.10 eV was found for all molecules. The similarity in energetic disorder is also reflected in similar mobilities at room temperature in the range of $1 \times 10^{-8}$ m² V⁻¹ s⁻¹. For all five materials, EGDM simulations were obtained without using any additional trapping parameters.

### Table 1.
Ionization energy (IE), energetic disorder ($\sigma$), effective lattice contact ($a$), room temperature hole mobility ($\mu_0$), time-of-flight mobility ($\mu_{TOF}$), glass transition temperature ($T_g$), reorganization energy ($\lambda$). The calculated IE is split into three contributions: gas phase IE, electrostatic, and induction. Note that we report here the onsets of the DOS, hence the calculated values are augmented by $2\sigma$.

<table>
<thead>
<tr>
<th></th>
<th>2-TNATA</th>
<th>Spiro-TAD</th>
<th>NPB</th>
<th>TCTA</th>
<th>CBP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IE [eV]</strong></td>
<td>exp</td>
<td>5.0[49]</td>
<td>5.3[2]</td>
<td>5.4[2,49,50]</td>
<td>5.7[50]</td>
</tr>
<tr>
<td></td>
<td>sim</td>
<td>5.31</td>
<td>5.33</td>
<td>5.69</td>
<td>6.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.78</td>
<td>0.09</td>
<td>0.50</td>
<td>6.25</td>
</tr>
<tr>
<td><strong>$\sigma$ [eV]</strong></td>
<td>exp</td>
<td>0.10</td>
<td>0.09</td>
<td>0.09</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>sim</td>
<td>0.098</td>
<td>0.090</td>
<td>0.087</td>
<td>0.112</td>
</tr>
<tr>
<td><strong>$\mu_0$ [10⁻⁸ m² V⁻¹ s⁻¹]</strong></td>
<td>exp</td>
<td>1.00</td>
<td>3.30</td>
<td>2.50</td>
<td>3.30</td>
</tr>
<tr>
<td></td>
<td>sim</td>
<td>0.30[49]</td>
<td>3.00[50]</td>
<td>3.00[51,52]</td>
<td>2.00[53]</td>
</tr>
<tr>
<td><strong>$\mu_{TOF}$ [10⁻⁸ m² V⁻¹ s⁻¹]</strong></td>
<td>exp</td>
<td>0.271</td>
<td>3.07</td>
<td>2.33</td>
<td>0.893</td>
</tr>
<tr>
<td></td>
<td>sim</td>
<td>0.185</td>
<td>16.3</td>
<td>10.7</td>
<td>1.01</td>
</tr>
<tr>
<td><strong>$T_g$ [°C]</strong></td>
<td>exp</td>
<td>110[31]</td>
<td>133[34]</td>
<td>98[37]</td>
<td>151[55]</td>
</tr>
<tr>
<td></td>
<td>sim</td>
<td>121</td>
<td>137</td>
<td>120</td>
<td>177</td>
</tr>
<tr>
<td><strong>$a$ [nm]</strong></td>
<td>exp</td>
<td>1.30</td>
<td>1.40</td>
<td>0.90</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>sim</td>
<td>1.31</td>
<td>1.32</td>
<td>1.08</td>
<td>1.34</td>
</tr>
<tr>
<td><strong>$\lambda$ [eV]</strong></td>
<td>sim</td>
<td>0.40</td>
<td>0.25</td>
<td>0.31</td>
<td>0.26</td>
</tr>
</tbody>
</table>

#### 2.2. Multiscale Simulations

In order to link the obtained charge-transport parameters to the underlying molecular chemistry, parameter-free multiscale simulations of charge transport were carried out. To evaluate the mobilities of amorphous systems, we first employed atomistic...
molecular dynamics simulations to generate the amorphous morphologies, as described in the Experimental Section. We then used quantum chemical calculations and polarizable force fields to compute site energies, reorganization energies, and electronic couplings, again as described in the experimental section. Using these parameters, charge-hopping rates were evaluated within the high-temperature limit of the Marcus theory. Finally, we employed the kinetic Monte Carlo algorithm to solve the master equation for drift-diffusion of a hole in the amorphous morphology. The results are summarized in Table 1, together with the experimental measurements and EGDM fits.

We first analyzed the amorphous morphologies, which are represented by the radial distribution functions (RDFs). Figure 1c shows that RDF is sensitive to the molecular size and packing. The position of the first peak, \(a\), which corresponds to the first coordination shell, varies from 0.9 nm for NPB to 1.4 nm for Spiro-TAD and TCTA. The position of this peak correlates well with the lattice parameter of EGDM fits. This is well justified, since this is the mean distance for a charge to do a hop along the field direction in both microscopic and EGDM models. Interestingly, the correlation with the length provided by the number density is much worse, which can be attributed to different packing motives of an EGDM cubic lattice and a real amorphous morphology. There is also a reasonable agreement between the experimentally measured and simulated (using an annealing protocol) glass transition temperatures, \(T_g\), which indicates a good quality of the re-parameterized force fields. In fact, \(T_g\) can be predicted within an error of \(\pm 20^\circ\text{C}\).

Using the simulated amorphous morphologies, site energies of all molecules were evaluated by using the parameterized (see the Experimental Section) polarizable force fields. The corresponding DOS, shown in Figure 1e, have Gaussian shapes with variances \(\sigma\), which are in an excellent agreement with the EGDM analysis. The onsets of these DOS distributions are in an excellent agreement with the ultraviolet photoelectron spectroscopy (UPS) measurements of ionization energies. This indicates that the perturbative approach is suitable for accurate predictions of the DOS of amorphous materials. This method also allows to separate the solid state and the gas phase (IE\(_0\)) contributions to the DOS, as well as the electrostatic (\(\Delta_E\)) and induction (\(\Delta_{Ind}\)) contributions, \(IE = IE_0 + \Delta_E + \Delta_{Ind}\). This separation is shown in Table 1. For all compounds, the induction contribution stabilizes the IE by 0.5–0.6 eV, while the electrostatic contribution is fairly small, of the order of 0.1–0.2 eV. This can be easily traced back to the molecular structures: due to symmetry of the studied compounds, their ground state dipole moments are very small (the distributions of the electrostatic potential in the ground state are shown in Figure 1b). As a result, the first non-vanishing electrostatic contribution is due to the interaction of the +1 charge and the quadrupole moments of the surrounding molecules. Since this contribution is way smaller than the charge–dipole interaction, the energetic disorder of these compounds is relatively small, of the order of 0.1 eV, the shift of the IE in a solid state is mostly due to the induction stabilization, and the shape of the density of states is Gaussian. Moreover, the absence of molecular dipoles results in spatially uncorrelated site energies. The absence of correlations is the prime reason for a correlation between the EGDM lattice spacing and the average molecular separation \(a\), as well as energetic disorder \(\sigma\). In a system with strong spatial site energy correlations, EGDM would underestimate the energetic disorder, since it would try to compensate for the higher mobility values by reducing the value of \(\sigma\). In fact, even the extended correlated disorder model (ECDM), which includes energy correlations to a certain degree, overestimates the spatial correlations, and would therefore compensate for this by reducing the lattice constant. In general, EGDM and ECDM fits yield parameters which do not always have a clear physical interpretation, but provide ad hoc parameterizations which can be used in conjunction with drift-diffusion equations. In our case, small uncorrelated disorder is the reason for a good correlation between the results of microscopic simulations and EGDM.

We now turn to the electronic coupling elements. Here, CBP has the largest average couplings, followed by NPB and TCTA. Spiro-TAD and 2-TNATA have the smallest coupling. This again can be traced back to the shape of electronic orbitals: CBP, for example, has its highest occupied molecular orbital (HOMO) uniformly distributed over the periphery of the molecule, which facilitates the overlap of diabatic states participating in the hole transport.

Finally, we compared the simulated and measured mobilities. Here, the predicted and measured mobilities are in most cases of the same order of magnitude. In a few cases (CBP), simulations overestimate mobility by an order of magnitude. Taking into account an excellent correlation of energetic and morphological parameters, we can conclude that the largest approximation is in the assumptions of the non-adiabatic high-temperature limit of the Marcus rate expression. For example, the external reorganization energy and mode-specific contributions to charge–vibron coupling are not accounted for, as in the Jortner rate, as well as the unharmonicity of the thermal bath, as in the Weiss–Dorsey rate. In spite of these discrepancies, we can conclude that the accuracy of simulation results is sufficient for simulating the OLED \(J\text{-}V\text{-}L\) characteristics, since they are not sensitive to small variations of absolute values of mobilities (field and density dependencies are more important).

3. Conclusions

We have experimentally and theoretically investigated the bulk hole-transport properties of 2-TNATA, Spiro-TAD, NPB, TCTA, and CBP, which have ionization energies ranging from 5 to 6 eV. By using a recently developed method to form Ohmic hole contacts, temperature-dependent space-charge-limited hole currents were obtained in hole-only devices. The hole mobility and its dependence on charge concentration, electric field, and temperature were obtained by modeling the experimental current–voltage characteristics. Multiscale simulations were carried out, which showed excellent agreement in terms of energetic disorder, IE, site spacing, and mobility.

The presented results are expected to be useful in the analysis and design of OLEDs and solar cells. The relatively similar mobilities obtained for a series of hole-transport materials over a range of ionization energies allows for the selection of a hole-transport layer with an IE that is best suited to work in conjunction with the active layer. The dependence of the
mobility on charge-carrier density is an important factor that has to be considered when doping the hole-transport materials.

Besides the usefulness of knowing the mobility characteristics for the design of optoelectronic devices, such as OLEDs and perovskite solar cells, the results should also be particularly useful in developing and further refining theoretical models that aim to predict charge transport and even device characteristics solely based on the molecular structure.

4. Experimental Section

Materials: BST was purchased from Luminescence Technology Corp.; other materials were purchased from Sigma-Aldrich and were used as received.

Device Fabrication: Hole-only devices were fabricated on glass substrates pre-patterned with indium-tin oxide (ITO). Substrates were thoroughly cleaned by washing with detergent solution and ultrasonication in acetone and isopropanol alcohol, followed by UV-ozone treatment. Next, a 35 nm layer of PEDOT:PSS [poly(3,4-ethylenedioxythiophene):poly(styrene sulfonate); CLEVIOS P VP AI 4083] layer was applied by spin coating and annealed at 140 °C for 10 min in air. The substrates were then transferred into a nitrogen-filled glove box and were not exposed to air in the subsequent steps. All organic small molecule layers were thermally deposited at a rate of 0.3–1.0 Å s⁻¹ at a base pressure of 4–5 × 10⁻⁷ mbar. Subsequently, a MoO₃(10 nm)/Al(100 nm) top electrode was thermally evaporated to complete the device.

Measurements: Current–voltage characteristics were measured in nitrogen atmosphere using a Keithley 2400 source meter. Between fabrication and characterization, the devices were not exposed to air.

Simulations: For morphology simulations, the OPLS-AA force field was adapted. Since all Lennard–Jones parameters were taken from this force field, the combination rules and the fudge-factor of 0.5 were used for 1–4 interactions. Missing bonded interactions were reparameterized by scanning the cross-sections of the potential energy surfaces using density functional theory (at B3LYP/6-311+g(d,p) level), as described elsewhere. Atomic partial charges are computed via the CHELPG[65] scheme. To obtain the amorphous morphology, the simulation box of 3000 molecules was annealed from 300 to 800 K, which is above the glass transition temperature, followed by a fast quenching to 300 K. Finally, a 2 ns equilibration followed by a 1 ns production run was performed at 300 K.

The long-range electrostatic interactions were treated by using a smooth particle mesh Ewald technique. A cutoff of 1.3 nm was used for the non-electrostatic interactions, obtained by a combination of the force field, the Thole model[70,71] on the basis of the atomic polarizabilities and distributed multipoles obtained by using GROMOS[72] for a cation and a neutral molecule. Calculations were performed using the aperiodic embedding of a charge[27] as implemented in the VOTCA[25] package.

Electronic coupling elements were evaluated for all molecule pairs in the neighbor list using the dimer projection method[29,31] by approximating the diabatic states of the molecular dimer with the HOMOs of monomers. The neighbor list is constructed using a cutoff of 0.7 nm between the rigid fragments. These calculations are performed at PBE/6-311+g(d,p) level of theory using the Gaussian 09[73] and VOTCA[25] packages.
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