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ABSTRACT: Mesoscale modeling of organic semiconductors relies on solving an appropriately parametrized master equation. Essential ingredients of the parametrization are site energies (driving forces), which enter the charge transfer rate between pairs of neighboring molecules. Site energies are often Gaussian-distributed and are spatially correlated. Here, we propose an algorithm that generates these energies with a given Gaussian distribution and spatial correlation function. The method is tested on an amorphous organic semiconductor, DPBIC, illustrating that the accurate description of correlations is essential for the quantitative modeling of charge transport in amorphous mesophases.

1. INTRODUCTION

Early models of charge transport in organic semiconductors, such as the Gaussian disorder model (GDM), employed simple lattices to describe material morphology, postulated a Gaussian distribution of uncorrelated site energies driving charge transfer reactions, and used the thermally activated tunneling (Miller–Abrahams) rate expression to compute charge transfer rates. Material properties were thus represented by a small number of essential parameters: the width of the density of states, the lattice spacing, and the hopping attempt frequency. Despite its simplicity, the GDM could already explain the nontrivial dependencies of the charge carrier mobility on the external electric field, temperature, and charge carrier density.

The GDM has been gradually refined to improve the agreement with experimental data. First, it has been shown that the long-range electrostatic interactions of a charge with molecular dipoles, as well as a local alignment of conjugated segments in polymeric systems, can lead to spatial correlations of site energies. By accounting for these correlations, the (extended) correlated Gaussian disorder models (ECDM, CDM) could explain the experimentally observed Poole–Frenkel dependence, \( \ln \mu \propto \sqrt{F} \), also for small external fields. Second, a more direct link to the underlying chemical composition of the material could be established by combining quantum-chemical and classical force field-based methods, which have been used to predict material morphologies and evaluate charge transfer rates. The atomic-scale modeling also stimulated the development of off-lattice stochastic models. In these models, molecular positions and rates are generated according to the distribution functions evaluated in a small atomistic morphology. Stochastic models allow for simulation of charge transport in micrometer-thick layers while at the same time retaining the link to the chemical composition.

Both stochastic and atomistic models have helped to pinpoint drawbacks of GDM and CDM. In particular, the CDM assumes a charge interacting with randomly oriented, constant magnitude dipoles of surrounding molecules, which leads to an energy correlation function of the form \( c(d) \sim 1/d \). The underlying assumption, however, is not well justified. Figure 1 shows that the distribution of magnitudes of molecular dipole moments in an amorphous mesophase can be rather broad. A similar situation has been observed in other

Figure 1. Distribution of molecular dipoles in an atomistic morphology of 4000 DPBIC molecules. The inset shows the chemical structure of DPBIC (tris[(3-phenyl-1H-benzimidazol-1-yl-2(3H)-ylidene)-1,2-phenylene]Ir), which is used as a hole-conducting and an electron-blocking layer in modern OLEDs.
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systems, e.g., typical dye molecules used as donors in organic solar cells.19 As a consequence, the spatial correlations of site energies can have decays of the correlation function different from \(1/d\) dependence.15,19

For accurate parametrizations of stochastic models, it is therefore desirable to have an algorithm that can generate site energies with a predefined correlation function. The goal of this work is to devise such an algorithm and to test it on a typical amorphous semiconductor, DPBIC, the chemical structure of which is shown in the inset of Figure 1.

2. ATOMISTIC SIMULATIONS

To evaluate the reference spatial correlation function, we first use atomistic molecular dynamics to generate an amorphous morphology of 4000 DPBIC molecules. We then employ quantum-chemical calculations and polarizable force-fields to evaluate electronic couplings, site, and reorganization energies.

To validate the algorithm and to illustrate the vital role of correlations, we finally study charge dynamics by solving the master equation with the help of the kinetic Monte Carlo algorithm. Charge hopping rates entering the master equation are evaluated within the high-temperature limit of the nonadiabatic charge transfer theory.

For morphology simulations, we use an OPLS-base force field with missing bonded interactions parametrized using potential energy surface scans obtained using density functional theory (B3LYP functional and 6-311g(d,p) basis set), as described elsewhere.37 Partial charges are fitted using the Merz–Kollman scheme.24,25 To obtain the amorphous morphology, we first simulated the cubic box of 4000 molecules at 700 K, which is above the glass transition temperature, and then quenched to 300 K. The size of the final box is approximately 16 nm. All calculations are performed in the NPT ensemble with the Berendsen barostat and thermostat.26

The hole site energies are evaluated using a perturbative approach in which electrostatic and induction energies are added to the gas-phase ionization potential of a molecule \(A\), i.e.,

\[ E^A = E^{A}_{el} + E^{A}_{int} + \Phi^{A} \]

where \(E^{A}_{el}\) is the ionization potential in vacuum, \(E^{A}_{int}\) is the electrostatic interaction energy of partial charges, and \(\Phi^{A}\) is the polarization contribution. Because rates depend only on site energy differences, the ionization potential does not affect rates or the spatial correlation function of a monocomponent system. The electrostatic contribution to the site energies, \(E^{A}_{el}\), is calculated using the Ewald summation technique adapted for charged systems.29,30 All induction effects are incorporated in this scheme using the Thole model31,32 with a cutoff of 3 nm. Details of this approach are described elsewhere.33 The distribution of site energies, shown in Figure 2, is, to a good accuracy, Gaussian with a standard deviation of \(\sigma = 0.176\) eV.

The spatial correlation function, \(c(d)\), which describes the correlation of site energies of molecules at a (center-of-mass) separation \(d\) is calculated as

\[ c(d) = \frac{E^A E^B}{\sigma^2} \]  

(1)

where \(E^A\) and \(E^B\) are energies of molecules \(A\) and \(B\) separated by distance \(d\), and \(E[\cdot]\) is the expectation value. The spatial correlation \(c^\text{ref}(d)\), evaluated in the atomistic system, is shown in Figure 3 (symbols).

Because we are dealing with amorphous materials, we assume a thermally activated type of transport and use the semiclassical charge transfer rate expression27,28:

\[ \alpha_{AB} = \frac{2\pi}{h} \frac{J^2_{AB}}{\sqrt{4\pi \lambda k_B T}} \exp \left[ -\frac{(\Delta E^A_{AB} - \lambda)^2}{4\lambda k_B T} \right] \]  

(2)

Here, the reorganization energy, \(\lambda\), reflects the effect of molecular rearrangement in response to the change of the charge state. \(J_{AB}\) describes the strength of the electronic coupling between two localized (diabatic) states, and \(\Delta E^A_{AB} = E^A - E^B\) is the aforementioned driving force. For DPBIC, the calculated (B3LYP, 6-311g(dp)) internal reorganization energy for hole transport is \(\lambda = 0.13\) eV.

Electronic coupling elements, \(J_{AB}\), between the initial and the final states of a molecular dimer are evaluated by approximating its diabatic states with the highest occupied molecular orbitals of monomers (frozen core approximation) and using a projection method.34–36

To model charge dynamics, we solve the corresponding master equation using the kinetic Monte Carlo (KMC) algorithm.27,36 The mobility is calculated from the KMC trajectory as17

Figure 2. Site energy distribution evaluated in the atomistic morphology and the fit to a Gaussian distribution with \(\sigma = 0.176\) eV.

Figure 3. Spatial site energy correlation evaluated in an atomistic morphology (symbols) and its reconstruction using the numerical scheme described in the text (dashed line). Thin dotted lines show correlation functions of the ECDM model for two different lattice spacings.
μ = \frac{1}{N} \sum_{i=1}^{N} \langle \vec{v}_i \cdot \vec{F}_i \rangle \tag{3}

where \( \vec{v}_i \) is the velocity of the \( i \)-th carrier, \( \langle \cdots \rangle \) denotes the average over the simulation time, and the sum is performed over \( N \) carriers.

3. THE ALGORITHM

Given the spatial correlation function, \( \epsilon^{\text{ref}}(d) \), and the variance, \( \sigma^2 \), of the Gaussian site energy distribution in the atomistic system, our goal is to generate site energies for a large stochastic morphology with the same distribution and spatial correlation. The idea is to add to a site energy of a molecule \( A \) appropriately weighted energies of neighboring sites.

To do this, we first assign \( N + 1 \) independent random numbers, \( X_j^A (0 \leq j \leq N) \), to every molecule (site) \( A \). These random numbers are Gaussian-distributed with mean 0 and variance 1, \( X_j^A \sim \mathcal{N}(0, 1) \). A nonzero mean value of \( m \) can be achieved by replacing \( E^A \) by \( E^A + m \).

We now express the site energy of a molecule \( A \) as

\[
E^A = \sqrt{\sigma^2} X_0^A + \sum_{j=1}^{N} \left( \frac{b_j}{l_{ij}^A} \right) \sum_{B \in S(r_j,A)} X_j^B \tag{4}
\]

Here, \( S(r_j, A) \) is a sphere of radius \( r_j \) centered at a molecule \( A \). The sum runs over the sites \( B \neq A \) located within this sphere, \( l_{ij}^A \equiv \frac{4}{3} \pi r_j^3 \rho \) is the number of sites (molecules) in this sphere, and \( \rho \) is the site number density (molecules per volume), which we assume to be constant. This is shown schematically in Figure 4. The first term in eq 4 is used to adjust the width of the final distribution (\( \sigma \)), whereas the second term, which mixes in the energies of the neighbors, is used to adjust the decay of the correlation function.

The choice of energies in the form provided by eq 4 allows a simple analytic expression to be obtained for the correlation function and the variance of the resulting Gaussian distribution. Following the definition of site energies, eq 4, we can rewrite the expectation value as

\[
E[E^A E^B] = \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{b_i b_j}{l_{ij}^{AB}} \sum_{C \in S(r_i,A)} \sum_{D \in S(r_j,B)} \delta_{CD} \delta_{ij} \]

\[
= \sum_{i=1}^{N} b_i \frac{1}{\sqrt{l_{ij}^{AB}}} \sum_{C \in S(r_i,A)} \sum_{D \in S(r_j,B)} 1 = \sum_{i=1}^{N} b_i \frac{1}{\sqrt{l_{ij}^{AB}}} = \sum_{i=1}^{N} \xi \left( \frac{d}{2r_i} \right) b_i \tag{5}
\]

Here, we used the fact that the random numbers \( X_j^A \) are independent; hence, \( E[X_j^A X_k^B] = \delta_{jk} \rho \). \( I_i^{AB} = \rho V_i^{AB} \) is the number of molecules in the intersection of two spheres at a separation \( d, S(r_i, A) \cap S(r_j, B) \), \( V_i^{AB} \) is the volume of this intersection, \( V_i^{AB} = \frac{1}{12} \pi (4r_i + d)(2r_i - d)^2 \) for \( d \leq 2r_i \) and zero otherwise (see Figure 4).

The standard deviation of \( X^A \) can be evaluated in a similar fashion, yielding

\[
\sigma^2 = E[(E^A)^2] - E[E^A]^2 = a + \sum_{i=1}^{N} b_i \tag{6}
\]

Inserting these expressions into the definition of the correlation function, eq 1, we obtain the spatial correlation function for molecules \( A \) and \( B \) at separation \( d \)

\[ c(d) = \frac{1}{\sigma^2} \sum_{i=1}^{N} \xi \left( \frac{d}{2r_i} \right) b_i \tag{7} \]

where \( \xi(x) \) is a finite-support function

\[
\xi(x) = \begin{cases} 
1 - \frac{3x}{2} + \frac{1}{2}x^3, & x \leq 1 \\
0, & x > 1,
\end{cases} \tag{8}
\]

and \( \sigma^2 \) is the variance of site energies

\[ \sigma^2 = a + \sum_{j=1}^{N} b_j \tag{9} \]

An intuitive geometric interpretation of eq 7 is that \( \xi(d/2r) \) provides a (normalized) overlap of two spheres of radii \( r \) with their centers separated by distance \( d \). This overlap determines the spatial correlation function because sites belonging to the overlap contribute equally to site energies of two molecules located in the centers of the spheres (see Figure 4).

By providing the reference correlation function in \( N \) points, \( \xi^{\text{ref}} = \xi^{\text{ref}}(d_i), i = 1, 2, \ldots, N \), we obtain \( N \) linear equations

\[
\xi^{\text{ref}} = \frac{1}{\sigma^2} \sum_{j=1}^{N} \xi \left( \frac{d_j}{2r} \right) b_j \tag{10}
\]

where \( \xi_{ij} = \xi(d_j/2r) \). The solution of eq 10 provides the weighting coefficients \( b_i \) and thus a unique interpolation of the reference correlation function in terms of finite support functions \( \xi_j \), i.e., piecewise-defined cubic polynomials. Once the coefficients \( b_i \) are known, \( a \) can be determined from eq 9. In practice, however, some coefficients \( b_i \) can be negative, leading to imaginary values of \( \sqrt{b_i} \) in eq 4 and thus unphysical energies.

In this case, a recursive scheme, which provides an approximate solution to eq 10, becomes more practical.
To devise the recursive scheme, we note that there is still a certain degree of flexibility in choosing the grid points \(d_i\) and \(r_i\). We now choose the second grid, such that \(r_i = d_{i+1}/2\), where \(d_i\) are the points in which the reference function is evaluated, \(i = 1, N - 1\), and \(r_{N}= (d_N + \Delta)/2\), with \(\Delta = d_1 - d_{N-1}\). Note that the generated correlation function will be zero in the last point, \(c(2r_{N}) = 0\). Given this choice of grid points, \(\xi_j = 0\) for \(i < j\), i.e., \(\xi_i\) becomes a triangular matrix. Eq 10 then simplifies to

\[
\sigma^2_{\xi_i} = b^2_{\xi_i} + \sum_{j=i+1}^{N} \xi_j b_j
\]

and can now be solved for \(b_i\) recursively, starting from \(b_N\). The final recursive algorithm reads

1. Evaluate \(b_N = \frac{\sigma^2_{\xi_N} - \sigma^2_{\xi_N}}{\sigma^2_{\xi_N}}\).
2. Starting from \(N - 1\), evaluate recursively for \(N - 1 \geq i \geq 1\)

\[
b_i = \frac{1}{\xi_i} (\sigma^2_{\xi_i} - \sum_{j=i+1}^{N} \xi_j b_j)
\]

If \(b_i\) becomes negative, rescale \(b_{i+1}\) by a factor \(0 < \eta < 1\) and recalculate \(b_i\). If \(b_{i+1} < \delta\), set it to zero.
3. Evaluate \(a\) according to eq 9.
4. For \(M\) sites and \(N\) values of the reference function, \(e^\text{ref}_j\) generate \(M \times (N+1)\) random variables \(X_i^A \sim N(0, 1)\), \(1 \leq A \leq M, 0 \leq i \leq N\).
5. Evaluate site energies of all molecules according to eq 4.

Note that the second step includes an ad hoc way of enforcing all \(b_i\) coefficients to be positive.

4. VALIDATION

We now apply the developed scheme and study hole transport in an amorphous morphology of DPBIC. The reference spatial correlation function has been evaluated in the atomistic system of 40000 sites as described in section 2. To improve the numerical stability of the algorithm, we first smoothen the reference data, which is evaluated in \(N = 24\) points and fit a stretched exponential, \(\alpha \exp(-\beta d^\gamma)\), to the atomistic correlation (\(\alpha = 2.83, \beta = -1.73, \gamma = 0.56\)). The fitted function is then used as an input for the algorithm.

Figure 3 shows an excellent agreement between correlation functions evaluated in the atomistic reference and in the generated stochastic system of 40000 sites. We have used the value of \(\delta = 10^{-3}\) and the scaling factor \(\eta\) in the range between 0.8 and 0.99, which yields sufficient accuracy and fast convergence of the recursive algorithm. For comparison, we also show the correlation function of the ECDM, \(\rho^\text{ Bald}(d) = 0.74a/d\), for two different values of lattice constant \(a\). The lattice constant of 1.06 nm corresponds to the average intermolecular distance of the nearest neighbors and leads to a significant overestimation of the correlation. \(a = 0.44\) nm is obtained by fitting the charge mobility of an atomistic reference to the analytical expression provided by the ECDM.\(^{17}\) The rationale behind a much smaller fitted lattice constant is now apparent: the only adjustable parameter of the ECDM that enters the correlation function is the lattice spacing \(a\). Because the field dependence of the charge carrier mobility is very sensitive to spatial correlations of site energies, the ECDM tries to provide the best approximation to the atomistic correlation function by reducing the lattice spacing to an unphysical value. Finally, we shall ask ourselves whether an accurate reproduction of the spatial correlations is important. To answer this question, we have performed charge transport simulations in systems of 40000 sites with the positions of molecules obtained using the iterative Boltzmann inversion method, which reproduces the radial distribution function of the atomistic reference.\(^{37,38}\)

To this end, we have simulated charge transport in three systems, all with Gaussian-distributed (\(\sigma = 0.176\) eV) site energies. The site energies were (i) uncorrelated and (ii) correlated with the correlation function of the atomistic reference and (iii) correlated with the ECDM correlation function and lattice constant \(a = 1.06\) nm. Because the ECDM site energy correlation is very long-ranged, the (nonuniform) grid in the algorithm was extended to 15 nm. Charge transport simulations were performed at a concentration of \(10^{-4}\) carriers per site (four charges), which leads to finite size effects smaller than 0.5%.\(^{39}\) The Poole–Frenkel plots, i.e., the logarithm of the mobility versus the square root of the external field, are shown in Figure 5 for all three cases. It can be seen that the wrong spatial correlations result in approximately 2 orders of magnitude difference in the mobility values. Furthermore, the slopes also differ, which can be rationalized in terms of the “effective” energetic disorder, i.e., the energy variation of those sites that are most frequently occupied by charge carriers.\(^{41}\) We conclude that the spatial correlation of site energies should be reproduced as accurately as possible to achieve quantitative modeling of transport in amorphous organic materials.

5. DISCUSSION AND CONCLUSIONS

In summary, the proposed algorithm allows for the generation of charge transport networks with millions of molecules, which helps to reduce finite-size effects and to study systems of small (but physically relevant) charge densities. One can therefore simulate current–voltage characteristics of realistic devices by first tabulating mobility values as a function of temperature, charge density, and external electric field and then solving continuous drift–diffusion equations. This approach yields results that are in an excellent agreement with experimental measurements.\(^{42}\)

It is also possible to extend the scheme to two or more molecule types. In this case, one has to take into account not only the autocorrelation function but also the correlation
between two different types of molecules and add an additional index for the molecule type to the \( b \) coefficients and random numbers.

The described algorithm also improves the moving-average scheme proposed earlier.\(^\text{16}\) It can reproduce arbitrary correlation functions, is easy to automatize, and does not need iterative generation of site energies for trial correlation functions.

In conclusion, we have developed a method that can generate Gaussian-distributed energies with a predefined spatial correlation function. We have illustrated that the correlated extended correlated Gaussian disorder models are unable to reproduce spatial correlations of atomistic systems or use effective (and unphysical) values of the lattice constant to do this. The developed method can be used to either refine the family of Gaussian disorder models or to construct accurate stochastic off-lattice models.
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