Frenkel and Charge-Transfer Excitations in Donor–acceptor Complexes from Many-Body Green’s Functions Theory
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ABSTRACT: Excited states of donor–acceptor dimers are studied using many-body Green’s functions theory within the $GW$ approximation and the Bethe–Salpeter equation. For a series of prototypical small-molecule based pairs, this method predicts energies of local Frenkel and intermolecular charge-transfer excitations with the accuracy of tens of meV. Application to larger systems is possible and allowed us to analyze energy levels and binding energies of excitons in representative dimers of dicyanovinyl-substituted quarterthiophene and fullerene, a donor–acceptor pair used in state of the art organic solar cells. In these dimers, the transition from Frenkel to charge transfer excitons is endothermic and the binding energy of charge transfer excitons is still of the order of 1.5–2 eV. Hence, even such an accurate dimer-based description does not yield internal energetics favorable for the generation of free charges either by thermal energy or an external electric field. These results confirm that, for qualitative predictions of solar cell functionality, accounting for the explicit molecular environment is as important as the accurate knowledge of internal dimer energies.

I. INTRODUCTION

Converting molecular photoexcitations to free charges is at the heart of functionality of all photovoltaic devices. In organic solar cells, strong binding energies (of the order of eV) of Frenkel excitons (FE) localized on single molecules cannot be overcome by thermal energy only. Consequently, a donor–acceptor (DA) heterostructure is required to drive charge separation, which results in charge-transfer (CT) states with a hole localized on a donor and electron on an acceptor of a DA complex. CT states are more delocalized than FE and thus have smaller binding energies. It is generally assumed that they split either due to external field or by using the excess energy of the FE→CT transition, which helps escaping the Coulomb attraction between the charges. Experimentally, evidence for either model is difficult to obtain since these processes can be probed only indirectly.

In this situation, insight from theoretical modeling into the electronic processes occurring at DA interfaces can help to resolve such open questions. It has been shown that polarizable environments, either formed by a polar solvent or the presence of polarizable molecular aggregates, strongly influence the nature of electronic (excited) states and thereby the conversion processes of photoexcitations. Considerable effort is therefore directed at combinations of quantum-mechanical and molecular-mechanics modeling approaches, in which a cluster of molecules treated at first-principles level is embedded into an environment that is described, for example, by a polarizable force field. For reliable predictions from such schemes, both the quantum and classical parts need to be sufficiently accurate and not limited to model structures.

For the quantum-mechanical description of excitations in molecular DA structures in such approaches, we evaluate the potential of using many-body Green’s functions theory within the $GW$ approximation and the Bethe–Salpeter equation ($GW$-$BSE$). This method has already been shown to provide quantitatively accurate $ab$ $initio$ predictions of excited states of crystals, polymers, small inorganic and organic molecules, and small-molecule organic semiconductors.

Here, we pay special attention to the simultaneous treatment of localized and charge-transfer excitations in donor–acceptor dimers.

To this end, we first employ many-body Green’s functions theory to study the excited states of small bimolecular donor–acceptor complexes consisting of aromatic donors (D = benzene, toluene, o-xylene, and naphthalene) and a tetracyanoethylene (TCNE) acceptor, and we analyze their excitations in terms of the local or charge-transfer character. For this set of dimers, accurate experimental energies of charge-transfer excitations are available from gas-phase absorption measurements and reliable calculations, which serve as a reference for the assessment of the accuracy of the method.

We then apply the method to representative dimers of terminally substituted quarterthiophene (DCV4T) with (C60-Ih) fullerene (C60), a donor–acceptor combination used in state of the art small-molecule-based organic solar cells. Herein, we demonstrate that the treatment of complexes of sizes relevant for organic devices is possible and allows to analyze the relative internal energy alignment of Frenkel and charge-transfer excitations as well as the reduction in electron–hole binding energy as a function of the molecular arrangement.

II. METHODOLOGY

Here, we briefly summarize the key points of many-body Green’s functions theory within the $GW$ approximation and the Bethe–Salpeter equation. The procedure and implementation is identical to that described in more detail in refs 19, 27, and 28. Many-body Green’s functions theory is used to treat...
charged (electron removal/addition) and neutral (optical) excitations. This approach is based on a set of Green’s functions of motion, containing both the nonlocal, energy-dependent electronic self-energy $\Sigma$ and the electron–hole interaction leading to the formation of excitons, described by the Bethe–Salpeter equation (BSE). The first step of the procedure consists of the calculation of molecular orbitals and energies on density-functional theory (DFT) level as solutions of the Kohn–Sham equations

$$\begin{bmatrix} -\frac{\hbar^2}{2m} & V_{\text{ECP}}(\mathbf{r}) + V_{\text{H}}(\mathbf{r}) + V_{\text{xc}}(\mathbf{r}) \end{bmatrix} \psi_n(\mathbf{r}) = E_n^{\text{KS}} \psi_n(\mathbf{r})$$

(1)

Here, $V_{\text{ECP}}$ is an effective-core potential (ECP), $V_{\text{H}}$ the Hartree potential, and $V_{\text{xc}}$ the exchange-correlation potential. Single-particle excitations are then obtained within the GW approximation of many-body Green’s functions, as introduced by Hedin and Lundqvist,\(^{10}\) by substitution of the energy-dependent self-energy operator $\Sigma(\mathbf{r}, \mathbf{r}'; E)$ for the DFT exchange-correlation potential, giving rise to the quasiparticle equations

$$\begin{bmatrix} -\frac{\hbar^2}{2m} & V_{\text{ECP}}(\mathbf{r}) + V_{\text{H}}(\mathbf{r}) \end{bmatrix} \psi_n^{\text{QP}}(\mathbf{r}) + \int \Sigma(\mathbf{r}, \mathbf{r}', E_n^{\text{QP}}) \psi_n^{\text{QP}}(\mathbf{r}') d\mathbf{r}' = E_n^{\text{QP}} \psi_n^{\text{QP}}(\mathbf{r})$$

(2)

The self-energy operator is evaluated as

$$\Sigma(\mathbf{r}, \mathbf{r}', E) = \frac{i}{2\pi} \int e^{-i\omega \tau} G(\mathbf{r}, \mathbf{r}', E - \omega) W(\mathbf{r}, \mathbf{r}', \omega) d\omega$$

(3)

where

$$G(\mathbf{r}, \mathbf{r}', \omega) = \sum_i \frac{\psi_i^*(\mathbf{r}) \psi_i(\mathbf{r}')}{\omega - E_i + i0^+ \text{sgn}(E_i - \mu)}$$

(4)

is the one-body Green’s function in quasiparticle (QP) approximation and

$$W = e^{-1} v$$

(5)

is the dynamically screened Coulomb interaction, comprising the dielectric function $\varepsilon$, computed within the random-phase approximation, and the bare Coulomb interaction $v$. Herein, both $G$ and $W$ are determined from ground-state Kohn–Sham wave functions and energies. If not treated carefully, the self-energy and the resulting QP energies may deviate from self-consistent results, since fundamental gap is underestimated within DFT. We use an iterative procedure, in which $W$ is calculated only once, using a Kohn–Sham spectrum that is scissors-shifted so that the resulting QP gap is matched. The resulting QP energy levels are iterated several times, updating the Green’s function of eq 4 and thus the self-energy, until convergence is reached. A one-shot $G_{n\pi} W_{n\pi}$ calculation from Kohn–Sham energies may differ from our results by up to several 0.1 eV. Note that our (limited) self-consistency treatment does change the QP structure of eq 4 (due to satellite structures or other consequences of a self-consistent spectral shape of $G(\omega)$).

To treat coupled excitations of an electron and a hole, for example, as the result of photoexcitation, it is required to go beyond the effective one-particle picture. Instead, an electron–hole state can be described as

$$\Phi(\mathbf{r}, \mathbf{r}', E) = \sum_{\alpha} \sum_{\beta} [A_{\alpha\beta} \psi_{\alpha}(\mathbf{r}) \psi_{\beta}^*(\mathbf{r}) + B_{\alpha\beta} \psi_{\alpha}^*(\mathbf{r}) \psi_{\beta}(\mathbf{r})]$$

(6)

where $\alpha$ and $\beta$ denote the single-particle occupied and virtual orbitals, respectively, and $A_{\alpha\beta}$ and $B_{\alpha\beta}$ are resonant (occ.$\rightarrow$virt.) and antiresonant (virt.$\rightarrow$occ.) electron–hole amplitudes. These amplitudes can be obtained by solving a non-Hermitian eigenvalue problem known as the generalized Bethe–Salpeter equation

$$\begin{bmatrix} R & C \end{bmatrix} \begin{bmatrix} A \\ C^* \end{bmatrix} = \Omega \begin{bmatrix} A \\ B \end{bmatrix}$$

(7)

in which we defined the free interlevel transition energy $D = E_{\text{gA}} - E_{\text{gB}}$, $R = D + \eta K^{\text{ex}} + K^{\text{id}}$ is the resonant (and $-R$ the antiresonant) Hamiltonian of the transition, while $C = \eta K^{\text{ex}} + K^{\text{id}}$ is the coupling term between resonant and antiresonant transitions ($\eta = 2(0)$ for singlet (triplet) transitions). $K^{\text{ex}}$ and $K^{\text{id}}$ (with $j = R, C$) are the bare exchange and screened direct terms of the electron–hole interaction kernel, respectively. We include dynamic screening effects in the electron–hole interaction kernel perturbatively (see refs 19 and 27 for details). Finally, $\Omega$ is the transition energy of the optical excitation.

When the resonant–antiresonant coupling terms $C$ are much smaller than $R$, the resonant and antiresonant parts of the full BSE (eq 7) decouple. In this Tamm–Dancoff approximation (TDA) the electron–hole wave function is given by $\Phi(\mathbf{r}, \mathbf{r}', E) = \sum_{\alpha} \sum_{\beta} A_{\alpha\beta} \psi_{\alpha}(\mathbf{r}) \psi_{\beta}^*(\mathbf{r})$, and a standard Hermitian eigenvalue problem (of smaller dimension than eq 7) needs to be solved. For a single DCV4T molecule, we showed that the use of the TDA overestimates $\pi \rightarrow \pi$ transition energies by 0.2 eV but yields correct character of the excitations.\(^{19}\)

For practical calculations according to the GW-BSE method, we perform single-point Kohn–Sham calculations using a modified\(^{29}\) version of the Gaussian03 package\(^{30}\) the PBE functional, Stuttgart/Dresden effective core potentials\(^{31}\) and the associated basis sets that are augmented by additional polarization functions\(^{32}\) of $d$ symmetry. The use of ECPs offers a computational advantage as the wave functions entering the GW procedure are smooth close to the nuclei and do not require strongly localized basis functions, keeping the numerical effort tractable. We confirmed that the Kohn–Sham energies obtained from ECP-based calculations do not deviate significantly from all-electron results. The actual GW-BSE calculations are performed using a code that is specifically optimized for molecular systems.\(^{19,27,28}\) Therein, the quantities occurring in the GW self-energy operator and the electron–hole interaction in the BSE are expressed in terms of atom-centered Gaussian basis functions of the form $\chi_{ijkl} = A_{ijkl} \chi_i(\mathbf{r}) \chi_j(\mathbf{r}) \chi_k(\mathbf{r}) \chi_l(\mathbf{r})$. We include orbitals of s, p, d, and s$^*$ symmetry with the decay constants $\alpha$ (in a.u.) 0.20, 0.67, and 3.0 for N and S, 0.25, 0.90, 3.0 for C, and 0.4 and 1.5 for H atoms, yielding converged excitation energies. Further technical details can be found refs 19, 17, and 28.

### III. EXCITATIONS IN AROMATIC DONOR–TCNE COMPLEXES

Optimized ground state geometries of the dimer configuration of the four aromatic donors with the TCNE acceptor molecule
are taken from the Supporting Information of ref 21. In the lower panel of Figure 1, we show the evolution of excitation spectrum of a π-stacked dimer consisting of benzene and TCNE with increasing separation $d$ between the molecules. We take into account 384 levels (37 occupied, 347 virtual states) for the calculation of the polarizability within the random-phase approximation, and determine quasiparticle corrections for the 74 lowest energy states, which we include in the possible transitions within the BSE. One can clearly distinguish two types of excitations. The spectrum above 5.0 eV is dominated by local excitations, whose energy is practically independent of the dimer configuration with the exception of separations smaller than typical van-der-Waals distances due to short-range interactions of the involved single-particle orbitals. In contrast, the two (due to the 2-fold degeneracy of the highest occupied molecular orbital of benzene) lowest excitation energies increase with larger separation of donor and acceptor and asymptotically approach the quasiparticle gap $E_{\text{qP}} = 6.2$ eV of a dimer with infinite separation, or the charge-separated state. Such a distance dependence is characteristic for charge-transfer excitations dominated by Coulomb interactions. A classical description of this dependence using a bare Coulomb interaction between integer point charges for electron and hole as $\Omega_{\text{CT}} = \text{IP}(D) - \text{EA}(A) - d^{-1}$, shown as the dashed line in Figure 1 (Mulliken rule), clearly underestimates the energies resulting from our GW-BSE calculations.

The observed disagreement between our calculation and the classical estimate using the Mulliken rule for separations larger than typical van der Waals distances can, in principle, be due to the nonlocality of charge distribution and screening $\sim e^{-1}(r, r')$, which is present in the direct term of the electron–hole interaction kernel of the Bethe–Salpeter equation. To identify the origin of the deviation in the benzene–TCNE dimer, we have calculated atomic partial charges for the benzene cation (adding up to +1) and TCNE anion (adding up to −1) from a distributed multipole analysis, and estimate the CT excitation energy classically according to

$$\Omega_{\text{CT}} = \text{IP}(D) - \text{EA}(A) + \sum_{i \in \text{D}} \sum_{j \in \text{A}} \frac{q_i q_j}{|r_i - r_j|} \tag{8}$$

The resulting energies as a function of distance are shown as boxes in Figure 1 and reproduce mid- to long-range distance-dependence of the lowest singlet charge-transfer excitation as obtained by GW-BSE. This indicates that the deviation of the Mulliken rule is due to the explicit molecular charge distribution, that is well reproduced by atomic partial charges, but not by integer point charges assigned to the center of mass of donor and acceptor molecules, respectively. Polarization effects are negligible in this case since the molecular polarizabilities of donor cation and acceptor anion are only on the order of 1 Å$^3$ in the stacking direction of the dimer.

For distances shorter than $\sim 4$ Å, explicit structural details of the single-particle wave functions $\psi_\alpha(r_\alpha)$ and $\psi_\beta(r_\beta)$ enter both the exchange and direct term of the electron–hole interaction kernel. By comparing triplet to singlet CT energies in Figure 1b, one can see that the exchange term (only present for singlets) affects the short-range excitation energies more strongly than the screened direct term.

A quantitative comparison of the GW-BSE energies of charge-transfer excitations to the time-dependent density-functional theory (TDDFT) with range-separated functionals$^{21}$ and experimental measurements in the gas phase$^{20}$ is given in Table 1. We identify CT excitations at energies of 3.52, 3.31, 3.13, and 2.56 eV, which is in excellent agreement with the experimental data of 3.59, 3.36, 3.15, and 2.60 eV. This also agrees well with the results of ref 23 and the TDDFT calculations (E$^\text{opt}$) with a range-separated hybrid functional, in which the range-separation has been optimized using a first-principles procedure. In contrast, generic range-separated functionals (E$^\text{gen}$) substantially overestimate the experimental energies, while results from standard semilocal and hybrid functionals not only severely underestimate them (e.g.,

**Table 1. Excitation Energies (in eV) and Oscillator Strength of Charge-Transfer Excitations in Optimized D-TCNE Dimers using TDDFT with Generic (E$^\text{gen}$) and Optimized (E$^\text{opt}$) Range-Separated Hybrid Functionals, GW-BSE, and Experiment$^{20}$**

<table>
<thead>
<tr>
<th>D</th>
<th>TDDFT $E^\text{gen}$</th>
<th>$E^\text{opt}$</th>
<th>GW-BSE $E$</th>
<th>exp. $E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>benzene</td>
<td>4.4</td>
<td>3.8</td>
<td>3.52</td>
<td>3.59</td>
</tr>
<tr>
<td>toluene</td>
<td>4.0</td>
<td>3.4</td>
<td>3.31</td>
<td>3.36</td>
</tr>
<tr>
<td>o-xylene</td>
<td>3.7</td>
<td>3.0</td>
<td>3.13</td>
<td>3.15</td>
</tr>
<tr>
<td>naphthalene</td>
<td>3.3</td>
<td>2.7 (~0)</td>
<td>2.56</td>
<td>2.60</td>
</tr>
</tbody>
</table>
resulting as 1.4 eV using PBE and 2.0 eV using B3LYP in benzene-TCNE) but also fail to exhibit the long-range Coulomb behavior. Our GW-BSE results for the dimers do not depend on the specific choice of a functional during the initial DFT step, emphasizing that method intrinsically contains all required many-body effects that are needed to treat local and CT excitations on equal footing. We should also note that, in our implementation, a calculation of the benzene—TCNE spectrum including the ground-state DFT run takes ca. 10 min on a single node of a desktop computer.

IV. DONOR–ACCEPTOR COMPLEXES IN ORGANIC SOLAR CELLS

Having confirmed that GW-BSE provides reliable predictions of energies of local and charge-transfer excitations in molecular dimers, we now consider dimers of a dicyanovinyl-substituted quarterthiophene donor and a C_{60} acceptor which are used in small-molecule based organic solar cells.\(^{25,34}\)

Starting from several initial configurations (see Figure 2), ground state geometries are optimized within DFT using TURBOMOLE,\(^{35}\) employing the def2-TZVP basis set with the B3LYP hybrid functional and an empirical dispersion correction.\(^{56}\) We find seven stable configurations. The minimum energy structure (T\(_{1t}\)) corresponds to the arrangement of the fullerene on top of one of the inner thiophene units of the oligomer backbone (see inset of Figure 3a), maximizing their \(\pi-\pi\) interaction.

The full singlet excitation spectrum of the minimum energy configuration (T\(_{1t}\))\(^{37}\) shown in Figure 3a consists of local excitations on DCV4T and C\(_{60}\) as well as CT transitions between the two. We decompose the total spectra in terms of the individual contributions according to the effective charge \(q_{\text{eff}}(i) = \sum_{\alpha \beta} A_{\alpha \beta}(i) \rho_{\alpha \beta}(i)\) localized on either monomer \(i = D, C\), where \(\rho_{\alpha \beta}(i)\) are monomer-resolved Mulliken populations of the single-particle orbitals.\(^{38}\)

The full spectra are dominated by (optically inactive) FE on the fullerene acceptor. In particular, the 15 lowest singlet excitations in the energy range from 1.95 to 2.38 eV are transitions between the C\(_{60}\) frontier orbitals. The calculated lowest singlet excitation energy in the dimers is nearly identical to that in a single fullerene, since its geometry is not perturbed and no mixing with donor orbitals is taking place. Quantitatively, the value of 1.95 eV is in close agreement to experimental data of 1.9 eV.\(^{39}\) The lowest FE of DCV4T can be found at about 2.5 eV, which is ca. 0.1 eV higher than the energy obtained for a single DCV4T molecule mainly due to its distorted geometry in the presence of the fullerene. One can clearly identify a set of three donor–acceptor (D \(\rightarrow\) C) CT states, with energies below 0.1 eV below that of the optically excited donor exciton and an effectively transferred charge of 1e. Interestingly, the lowest of these CT excitations, that is, the one with the strongest \(\pi-\pi\) interaction, shows an oscillator strength of \(f = 0.06\). This indicates the possibility of a direct photoexcitation of the CT state at about a tenth of the absorption into the DCV4T exciton.

In general, we find for the other DCV4T:C\(_{60}\) dimer structures that the energy of the CT states in relation to that of the donor FE is very sensitive to the arrangement of donor and acceptor molecules. In Figure 3b, we show for comparison the decomposed excitation spectrum of the T\(_{1t}\)H configuration, in which the fullerene acceptor is adjacent to the hydrogen atoms of the outer thiophene units of the backbone and its center-of-mass is in plane with DCV4T. Here, the energies of FE on donor and acceptor are practically identical to those in the T\(_{1t}\) arrangement, while the CT states are found about 0.2 eV above the lowest excitation of DCV4T, as the interaction of the two \(\pi\)-systems decreases.

When the fullerene is close to the nitrogen atoms of one of the terminal dicyanovinyl groups of DCV4T, as shown in the inset of Figure 3c, no CT excitation with energy close to that of the donor FE can be identified. The proximity of the C\(_{60}\) to this strongly electronegative group leads to an increased spatial separation of the \(\pi\)-systems involved in the formation of the CT excitations on equal footing. We should also note that, in our implementation, a calculation of the benzene—TCNE spectrum including the ground-state DFT run takes ca. 10 min on a single node of a desktop computer.

Figure 2. Initial configurations of DCV4T:C\(_{60}\) dimers. Top view including definition of D, T\(_{1t}\), and T\(_{1t}\) subunits of DCV4T. In DN, DH, T\(_{1t}\)H (hydrogen face of T\(_{1t}\)), and T\(_{1t}\)S (sulfur face of T\(_{1t}\)) configurations, the center of mass of the fullerene is positioned within the \(x-y\)-plane in direction indicated by the crosses at 4 Å distance of closest approach to DCV4T. In Dt, T\(_{1t}\)S and T\(_{1t}\) configurations (not shown) the C\(_{60}\) is positioned in \(z\)-direction above the respective subunits.

Figure 3. Singlet excitation energies (in eV) of sample DCV4T:C\(_{60}\) dimers. The spectra are decomposed into contributions from FE on DCV4T and C\(_{60}\), respectively, and CT excitations from DCV4T to C\(_{60}\). Insets show the difference electron density distribution isovalue \([\pm 0.001]\) e/Å\(^3\) and the effective charges on donor and acceptor for a selected CT state.
states. Also, the local electrostatic environment of two units with acceptor character is unfavorable for the formation of a charge-transfer exciton close in energy to the donor FE so that the CT energy is as high as 3.5 eV.

Also for these dimers, we determine atomic partial charges for a C$_{60}$ anion and DCV4T cation and estimate the respective CT excitation energy classically according to eq 8. The obtained energies of 2.76 eV for T$_{f}$H, 3.15 eV for T$_{f}$S, and 3.82 eV for DN, respectively, overestimate the GW-BSE results by roughly 0.3 eV. These deviations can be traced back to more intricate interactions between the involved π-systems. Both C$_{60}$ and the donor molecule (in particular along the π-conjugated backbone) are strongly polarizable. Intradimer polarization affects the distribution of electronic densities on the molecules, which is clearly visible in the hole density distribution on DCV4T shown in the insets of Figure 3. Note also that, for the DN arrangement, only a charge 0.75e is transferred from donor to acceptor, in contrast to the integer charge transfer found in the other two configurations. Both, polarization effects and noninteger charge transfer cannot be described accurately using eq 8.

To relate the results to the solar cell functionality we will first analyze the difference of CT and Frenkel excitation energies, ΔΩ = Ω$^{CT}$ − Ω$^{FE}$. ΔΩ is an internal contribution to the driving force (site energy difference) entering the rate of the phonon-induced conversion of Frenkel to charge-transfer excitations. In our case, ΔΩ, which is shown in Figure 4 for all dimers, varies between +1 and −0.1 eV, which implies that at a realistic interface there will be DA pairs with both positive (uphill) and negative (downhill) driving forces. Interestingly, the only dimer with the negative driving force is the minimum energy structure (T$_{f}$t). Here, the DCV4T molecule bends around the fullerene, which increases the energy of the FE localized on the DCV4T molecule. On the other hand, strong π–π interaction between DCV4T and fullerene increases the binding energy of the CT state, which overall results in a (small) negative driving force. Such positive ΔΩ can potentially boost the rate of the phonon-induced conversion of Frenkel to charge-transfer excitations.

The other configurations have rather large positive driving force of 0.4 eV on average. Experimental estimation of ΔΩ from EA(A)−EA(D) is of the order of ~0.2 eV$^{25}$ and hence provides an excess energy favoring creation of a hot CT state.

After a CT state is created, the relevant quantity for the charge-separation process is the exciton binding energy, E$^{CT}_{b}$. Within GW-BSE, we quantify the binding energy of the exciton by the expectation value of the electron–hole interaction kernel,$E_{b} = \langle \Phi_{k} | K_{e-h} | \Phi_{k} \rangle$, where

$$K_{e-h} = \begin{pmatrix} R - D & C \\ -C^{*} & -(R - D)^{*} \end{pmatrix}$$

as used in eq 7. The CT state is expected to have smaller binding energy than FE. The reduction in binding energy, ΔE$^{b} = E^{b}_{r} - E^{b}_{t} < 0$, shown in Figure 4, indeed confirms this statement. However, the actual reduction of the FE binding is rather small, of the order of ~0.2 eV for energetically favorable transitions (the biggest loss of binding energy is found for those configurations with large ΔΩ, but these processes have very small rates in a dimer-only picture). The remaining binding energy of the CT state is still of the order of 1.5–2 eV, which is impossible to overcome thermally or via external field. The fact that our calculations on isolated dimers cannot reproduce the experimental excitation and binding energies is not a shortcoming of GW-BSE. It is known that a polarizable environment can strongly influence the energetics and, in particular, lead to an additional stabilization of electronic (excited) states.$^{6-9}$ Qualitatively, it can be expected that the CT excitation has, due to the more separated charges, a higher dipole moment than the FE and should, therefore, be more strongly stabilized. For a quantitative estimate of such external effects, often implicit solvation models are employed, but it has been observed that these underestimate the effect of a solvent on charge-transfer states$^{2,140}$ by several tenths of an eV. In amorphous solids such as a vapor-deposited donor–acceptor blend used in the active layer of organic solar cells, it is crucial to account for explicit morphological detail,$^{41}$ which is often achieved by a combination of quantum- and molecular modeling.$^{9}$ Further differences between our calculations and the experimental observations could arise, for example, due to polaronic stabilization of both bound and separated charges.

We finally comment on the conversion from photoexcited singlet donor FE to the donor triplet population via a "ping-pong" effect.$^{43}$ Here, a singlet energy transfer occurs between DCV4T (2.5 eV) and C$_{60}$ (≤2.2 eV), where the nonvanishing intersystem crossing allows for singlet–triplet conversion to the C$_{60}$ triplet (≥1.5 eV) followed by the back transfer to the DCV4T (1.1 eV) triplet. Hence, from the point of view of energetics and without accounting for environmental effects, such a loss mechanism is always possible.
V. SUMMARY

To summarize, the use of GW-BSE provides a reliable prediction of the character and energetics of both Frenkel and charge-transfer excitations in molecular donor–acceptor dimers. A quantitative relation of these internal energies to the processes occurring at a donor–acceptor junctions in an organic solar cell, however, has to additionally account for effects of the explicit polarizable environment formed by the local electric fields of the surrounding molecules. In fact, such external effects cannot be considered at required accuracy using implicit solvation or lattice models. Instead, explicit morphological details must be accounted for by combining accurate internal energies obtained using GW-BSE with classical polarizable force field methods for external interactions. This work is in progress.
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